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Abstract
This paper presents an evaluation of climate simulations produced by the Brazilian Global Atmospheric Model version 
1.2 (BAM-1.2) of the Center for Weather Forecast and Climate Studies (CPTEC). The model was run over the 1975–2017 
period at two spatial resolutions, corresponding to ~ 180 and ~ 100 km, both with 42 vertical levels, following most of the 
Atmospheric Model Intercomparison Project (AMIP) protocol. In this protocol, observed sea surface temperatures (SSTs) 
are used as boundary conditions for the atmospheric model. Four ensemble members were run for each of the two resolu-
tions. A series of diagnostics was computed for assessing the model’s ability to represent the top of the atmosphere (TOA) 
radiation, atmospheric temperature, circulation and precipitation climatological features. The representation of precipita-
tion interannual variability, El Niño-Southern Oscillation (ENSO) precipitation teleconnections, the Madden and Julian 
Oscillation (MJO) and daily precipitation characteristics was also assessed. The model at both resolutions reproduced many 
observed temperature, atmospheric circulation and precipitation climatological features, despite several identified biases. The 
model atmosphere was found to be more transparent than the observations, leading to misrepresentation of cloud-radiation 
interactions. The net cloud radiative forcing, which produces a cooling effect on the global mean climate at the TOA, was 
well represented by the model. This was found to be due to the compensation between both weaker longwave cloud radiative 
forcing (LWCRF) and shortwave cloud radiative forcing (SWCRF) in the model compared to the observations. The model 
capability to represent inter-annual precipitation variability at both resolutions was found to be linked to the adequate rep-
resentation of ENSO teleconnections. However, the model produced weaker than observed convective activity associated 
with the MJO. Light daily precipitation over the southeast of South America and other climatologically similar regions was 
diagnosed to be overestimated, and heavy daily precipitation underestimated by the model. Increasing spatial resolution 
helped to slightly reduce some of the diagnosed biases. The performed evaluation identified model aspects that need to be 
improved. These include the representation of polar continental surface and sea ice albedo, stratospheric ozone, low marine 
clouds, and daily precipitation features, which were found to be larger and last longer than the observed features.
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1 Introduction

The strategy for evaluating simulations produced by cli-
mate models developed as part of the Atmospheric Model 
Intercomparison Project (AMIP, Gates et al. 1998) pro-
vides a framework for model diagnosis, validation and 
intercomparison (Toh et al. 2018). AMIP-type simula-
tions are routinely performed in global climate prediction 
and weather forecast centers (e.g., Muzita et al. 2012; 
Kodama et al. 2015) during the model development pro-
cess to evaluate atmospheric global circulation models’ 
(AGCMs) performance and identify errors to facilitate 
future improvements. AMIP has a standard experimen-
tal protocol, enabling the scientific community to evalu-
ate these models systematically, with a simple design: an 
AGCM is constrained by realistic (observed) SSTs and sea 
ice conditions and run over a climatological (historical) 
period (usually for the past 30 years), with a comprehen-
sive set of variables archived for diagnostic research. This 
experimental design enables the scientific investigation 
to focus on the AGCM without the added complexity of 
ocean–atmosphere feedbacks in the climate system.

Since 1995, the Centre for Weather Forecast and Cli-
mate Studies (CPTEC) of the National Institute for Space 
Research (INPE) in Brazil has performed climate research 
using an AGCM originally obtained from the Center for 
Ocean-Land–Atmosphere Studies (COLA) in the USA. 
Cavalcanti et al. (2002) and Marengo et al. (2003) evalu-
ated and documented the performance of the first AMIP-
type climate simulation performed with CPTEC/COLA 
AGCM. Over the years, this model has been further 
developed and adapted for Brazilian climate conditions 
by CPTEC/INPE scientists and collaborators for use in 
both diagnostics research and routine (operational) pre-
dictions, being renamed to CPTEC AGCM. Coelho et al. 
(2012) reported the ability of CPTEC AGCM in predicting 
drought events in the Amazon. Coelho  (2013) documented 
the performance of CPTEC AGCM probabilistic seasonal 
precipitation forecasts produced for Brazil over a period 
of 10 years. Although the last CPTEC AGCM version was 
able to simulate the climatological atmospheric circulation 
features, unacceptable systematic errors at high latitudes 
(spurious precipitation) were found in short (10 days) and 
long (30 years) integrations. To overcome these errors, a 
new CPTEC global model has been developed, called the 
Brazilian Global Atmospheric Model (BAM). This model 
evolved recently from the first version 1.0 (BAM-1.0, 
Figueroa et al. 2016) to the current version 1.2 (BAM-1.2), 
which is evaluated in this paper when run for perform-
ing climate AMIP-type simulations. Cavalcanti and Raia 
(2017) and Cavalcanti et al. (2020) investigated the ability 
of a predecessor BAM version with simplified and fast 

physical parameterizations (known as BAM version 0.0, 
BAM-0.0) in simulating the lifecycle of the South Ameri-
can monsoon system and climate variability over South 
America, respectively. Guimarães et al. (2020) defined a 
configuration and performed the first assessment of BAM-
1.2 for sub-seasonal predictions, which is the same version 
currently used at CPTEC for global operational numerical 
weather prediction. However, the performance of BAM-
1.2 climate simulations is yet to be documented.

This study aims to evaluate the performance of the 
CPTEC model (BAM-1.2) when producing AMIP-type 
climate simulations (see Sect. 2 for additional information 
about the performed simulations). The atmospheric fea-
tures produced with BAM-1.2 AMIP-type simulations at 
two spatial resolutions, corresponding to around 180 and 
100 km, both with 42 vertical levels, are compared. The 
paper addresses the following questions: How well does 
BAM-1.2 represent the top of the atmosphere (TOA) radia-
tion, temperature, atmospheric circulation and precipitation 
climatological features? What are BAM-1.2 biases for the 
features listed above? How well does BAM-1.2 represent 
precipitation interannual variability, El Niño-Southern 
Oscillation (ENSO) precipitation teleconnections, the 
Madden and Julian Oscillation (MJO) and daily precipita-
tion characteristics? What is the impact of increasing spatial 
resolution in all of the above?

The manuscript is organized as follows. Section  2 
describes the model (BAM-1.2), the experimental design 
and observational reference datasets used for model evalua-
tion. Section 3 presents the assessment of how BAM-1.2 rep-
resents the global annual mean TOA radiation and vertical 
zonal mean temperature profile. Sections 4 and 5 describe 
how BAM-1.2 simulates the climatological seasonal mean 
atmospheric circulation and precipitation features, respec-
tively. Section 6 assesses how BAM-1.2 represents ENSO 
precipitation teleconnections and precipitation interannual 
variability on the seasonal time scale. Section 7 describes 
how BAM-1.2 simulates the MJO and daily precipitation 
characteristics. Section 8 provides a summary and concludes 
the manuscript.

2  The Brazilian global atmospheric model 
version 1.2 (BAM‑1.2), experimental 
design and observational references

2.1  Model description

The study uses the Brazilian global atmospheric model 
version 1.2 (BAM-1.2), which is CPTEC´s spectral model 
developed for numerical weather forecasting, climate simu-
lations and predictions. BAM-1.2 provides several physical 
parameterizations options that can be selected depending on 
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computational efficiency requirements (e.g., single-moment 
and double-moment microphysics schemes). Prior to per-
forming the climate simulations evaluated here, a series 
of sensitivity tests was performed to define an optimal 
model configuration for an adequate representation of the 
main global climatological features. For deep convection, 
a modified version of the Grell and Dévényi (2002) and the 
revised version of the simplified Arakawa-Shubert (Han 
and Pan. 2011) parameterization schemes were tested. For 
the planetary boundary layer (PBL), the modified Mellor-
Yamada dry diffusion scheme, which is based on Mellor 
and Yamada (1982), and the Bretherton-Park moist diffu-
sion scheme (Bretherton and Park, 2009) were tested. For 
short-wave (SW) and long-wave (LW) radiation, the Rapid 
Radiative Transfer Model for General Circulation Mod-
els (RRTMG, Iacono et al. 2008) scheme, the long-wave 
radiation scheme (Chou et al. 2001, CLIRAD-LW), and the 
short-wave radiation scheme developed by Chou and Suarez 
(1999) (CLIRAD-SW), the latter modified by Tarasova and 
Fomin (2000), were tested. After performing these tests, 
the chosen model configuration to be used in this study is 
similar to the configuration described in Guimarães et al. 
(2020). The BAM-1.2 physical processes components used 
for performing the simulations here evaluated are indicated 
in Table 1: microphysics from Morrison et al. (2005, 2009); 
the IBIS-CPTEC surface model (Kubota, 2012); the long-
wave radiation scheme developed by Chou et al. (2001) 
(CLIRAD-LW); the short-wave radiation scheme developed 
by Chou and Suarez (1999) (CLIRAD-SW), modified by 
Tarasova and Fomin (2000); the Bretherton-Park moist dif-
fusion scheme (Bretherton and Park, 2009) for the planetary 
boundary layer (PBL), which is referred to as moist-PBL; 
and the revised version of the simplified Arakawa-Shubert 
deep convection scheme (Han and Pan. 2011).

The moist-PLB used here in BAM-1.2 includes the 
thermal plume scheme for the convective boundary layer 
developed by Rio and Hourdin (2008), and the following 
adjustments with respect to Bretherton and Park (2009): 
(1) interactive calculation between stratiform cloudiness 

and the vertical diffusion coefficient, and (2) improved 
saturation vapour pressure calculation (Souza et al. 2019). 
The simplified Arakawa-Shubert deep convection scheme 
implemented in BAM-1.2 has the following adjustments 
with respect to Han and Pan (2011): (1) momentum cal-
culation including pressure gradient generated by convec-
tive cells, (2) entrainment parameters calibration, (3) cloud 
fraction calculation based on probability distribution func-
tions (pdfs), and (4) optical properties calculations based 
on liquid water and ice predictive variables.

The two BAM-1.2 horizontal resolutions used in this 
study are triangular quadratic truncation at 126 waves 
(TQ126, corresponding to a grid of approximately 1.0° 
in latitude and longitude) and at 62 waves (TQ62, cor-
responding to a grid of approximately 1.8° in latitude and 
longitude), both with 42 (L42) sigma vertical levels (32 
in the troposphere and 10 in the stratosphere) and a model 
top at 2 hPa. The coarser resolution (TQ62) was chosen 
because it was used in previous BAM studies (Cavalcanti 
and Raia 2017 and Cavalcanti et  al. 2020) and it was 
computationally efficient. The other resolution (TQ126) 
was chosen because it allows almost doubling the spatial 
refinement of the simulations, therefore providing more 
detailed information, potentially leading to improved 
representation of some regional climate features. Aero-
sol optical depth in the first 2 km of the atmosphere is 
specified as 0.22 and 0.14 over the continents and oceans, 
respectively, as estimated by Yu et al. (2006). Carbon diox-
ide  (CO2) concentration was kept constant at 370 parts per 
million (ppm) in all simulations because this is the stand-
ard configuration in BAM-1.2. This procedure differs from 
the current AMIP protocol in which  CO2 concentration is 
prescribed with the global annual mean values during the 
simulation period. As we do not follow exactly the cur-
rent AMIP protocol, our simulations are called AMIP-type 
rather than AMIP. Ozone was initialized with seasonally 
varying mean climatological values, for the four seasons of 
the year, compiled by the National Meteorological Center 
(NMC) Development Division Staff (1988).

Table 1  Physical processes 
components of the Brazilian 
global atmospheric model 
version 1.2 (BAM-1.2) used 
for performing the AMIP-
type climate simulations to be 
evaluated in this study

BAM-1.2 physical processes components

Microphysics Morrison et al. (2005, 2009)
Land Surface IBIS-CPTEC (Kubota 2012)
Long-wave radiation CLIRAD-LW (Chou et al. 2001)
Short-wave radiation CLIRAD-SW (Chou and Soarez 1999, modified by Tara-

sova and Fomin 2000)
Planetary boundary layer Moist diffusion scheme (Bretherton and Park 2009)
Deep convection Revised simplified Arakawa-Shubert (Han and Pan 2011)
Aerosol optical depth Yu et al. (2006)
Thermal plume for convective boundary layer Rio and Hourdin (2008)
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2.2  Experimental design and observational 
reference datasets

Two sets of 4-member ensemble AMIP-type climate simu-
lations for the period from 1975 to 2017 were performed 
with BAM-1.2, one set for each of the two model resolu-
tions (TQ126L42 and TQ62L42) investigated in this study. 
ERA-40 reanalysis (Uppala et al. 2005) atmospheric ini-
tial conditions for the 1st January, 1st April, 1st July and 
1st October 1975 were used to initialize the model and 
produce the 4-member ensemble for each model resolu-
tion. The atmospheric variables needed to initialize the 
model are zonal and meridional wind, specific humid-
ity and virtual temperature in 23 vertical levels between 
1000 and 1 hPa, and surface pressure. The horizontal 
ERA-40 resolution chosen for initialization of all above 
listed variables was 1.125° in latitude and longitude, 
which was interpolated to the model spectral resolution 
(TQ126L42, ~ 100 km, and TQ62L42, ~ 180 km). Follow-
ing the AMIP protocol, monthly observed SSTs and sea ice 
conditions from Taylor et al. (2000) at 1° in latitude and 
longitude were prescribed as boundary conditions for the 
model. The first 6 years of simulations (from 1975 to 1980) 
were discarded; most of the assessment presented concen-
trates in the 30-year (1981–2010) climatological period. 
ERA-40 reanalysis was used as initial conditions because 
these data were readily available and already interpolated 
at the two investigated model resolutions. However, the 
use of another reanalysis dataset for generating initial con-
ditions would not be expected to produce major changes 
in the climatological features analyzed here, particularly 
because this study investigates long climate simulations 
forced with observed sea surface temperatures. The role 
of boundary conditions (sea surface temperature) domi-
nates the role of initial conditions in such simulations. The 

TOA radiation and the daily precipitation characteristics 
assessments were based on the 2001–2016 and 1998–2017 
periods, respectively, due to the reference satellite data 
availability.

The following observational references were used for 
model evaluation. ERA-5 reanalysis (Hersbach et al. 2018, 
2019) was used for the atmospheric circulation and tem-
perature assessment. The International Satellite Cloud Cli-
matology Project (ISCCP) dataset (Schiffer and Rossow 
1983) was used for cloud amount evaluation. The Clouds 
and the Earth’s Radiant Energy System (CERES) dataset 
(Loeb et al. 2018) was used for TOA radiation assessment. 
The Global Precipitation Climatology Project (GPCP) 
dataset (Adler et al. 2003) was used for precipitation eval-
uation. GPCP was chosen because this dataset is composed 
of surface observations and satellite precipitation esti-
mates, as opposed to the ERA-5 reanalysis precipitation 
dataset that is composed of model-produced precipitation 
values, as the latter are known to be less representative of 
real-world observations. The National Oceanic and Atmos-
pheric Administration (NOAA) Southern Oscillation Index 
(SOI) was used for evaluating ENSO precipitation tele-
connections. The NOAA Outgoing Longwave Radiation 
(OLR) dataset (Liebman and Smith 1996) and (ERA-5) 
reanalysis 850 and 200 hPa zonal winds (Hersbach et al. 
2018, 2019) datasets were used for assessing MJO activ-
ity. For the daily precipitation analysis, the Tropical Rain-
fall Measuring Mission (TRMM) dataset was used (3B42 
product, version 7A, Kummerow et al. 1998; Huffman 
et al. 2007, 2010). Table 2 summarizes the observational 
reference datasets and variables used in this study.

Table 2  Summary of observational reference datasets and variables used in this study

Reference dataset Variables References

ERA-5 reanalysis Atmospheric circulation
Temperature
850 and 200 hPa zonal winds

Hersbach et al. (2018, 2019)

The International Satellite Cloud Climatology 
Project (ISCCP)

Cloud amount Schiffer and Rossow (1983)

The Clouds and the Earth’s Radiant Energy System 
(CERES)

TOA radiation Loeb et al. (2018)

The Global Precipitation Climatology Project 
(GPCP)

Precipitation Adler et al. (2003)

The National Oceanic and Atmospheric Administra-
tion (NOAA) Southern Oscillation Index (SOI)

Southern Oscillation Index (SOI)
Outgoing Longwave Raditaion (OLR)

https ://www.cpc.ncep.noaa.gov/data/indic es/soi 
(Liebman and Smith 1996)

Tropical Rainfall Measuring Mission (TRMM), 
3B42 product, version 7A

Daily precipitation Kummerow et al. (1998), Huffman et al. (2007, 
2010)

https://www.cpc.ncep.noaa.gov/data/indices/soi
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3  Global annual mean climatological top 
of the atmosphere radiation features 
and vertical zonal mean temperature 
profile

An adequate representation of atmospheric radiation in cli-
mate models is fundamental for successful climate simula-
tions. This section starts by assessing how well BAM-1.2 

represents the global annual mean climatological TOA 
radiation under clear sky and cloudy conditions, which is 
important for investigating how well the model simulates 
cloud-radiation interactions. Next, this section assesses 
model fidelity for the vertical profile of zonal-mean annual 
mean climatological temperatures.

Figure  1 shows in panel (a) the global climatologi-
cal (2001–2016) annual mean TOA outgoing longwave 

Fig. 1  Global climatological (2001–2016) annual mean top of the 
atmosphere outgoing longwave radiation (OLR) under clear sky con-
ditions a derived from satellite (CERES, Loeb et al. 2018), b simu-
lated by BAM TQ62L42 (~ 180 km), c simulated by BAM TQ126L42 
(~ 100 km), and d zonal means of values shown in the maps of pan-
els a–c for CERES (black line), BAM TQ62L42 (blue line), BAM 
TQ126L42 (red line). BAM results shown in this figure correspond 
to the ensemble mean of the performed 4-member simulations. Pan-
els e–h are similar to panels a–d but for global climatological annual 
mean top of the atmosphere outgoing shortwave radiation (OSR) 

under clear sky conditions. Panels i–l are similar to panels a–d but 
for global climatological annual mean top of the atmosphere outgoing 
longwave radiation (OLR) under cloudy conditions. Panels m–p are 
similar to panels a–d but for global climatological annual mean top 
of the atmosphere outgoing shortwave radiation (OSR) under cloudy 
conditions. The values shown at the bottom left hand corner of each 
map displayed in this figure are the global means (i.e. the mean of 
all values shown in the map). The values shown in the panels on the 
fourth column figures are the mean biases for BAM TQ62L42 (in 
blue) and BAM TQ126L42 (in red). Units in all panels are W m−2



 C. A. S. Coelho et al.

1 3

radiation (OLR) under clear sky conditions derived from 
satellite (CERES), and in panels (b) and (c) the correspond-
ing OLR under clear sky conditions simulated by BAM 
TQ62L42 (~ 180 km) and BAM TQ126L42 (~ 100 km). 
The model climatological mean spatial patterns (panels b 
and c) resemble the observed pattern (panel a), with model 
global mean values of 267.33 W m2 for BAM TQ62L42 and 
of 269.45 W m2 for BAM TQ126L42 close to the reference 
(CERES) value of 266.11 W m2. Panel (d) shows the zonal 
means of the maps of panels (a) for CERES (black line), 
(b) BAM TQ62L42 (blue line), and (c) BAM TQ126L42 
(red line), which further illustrates the close match between 
CERES and BAM. Panel (d) also reveals the small biases 
of 1.23 W m2 and 3.37 W m2 for BAM TQ62L42 and BAM 
TQ126L42, respectively (see also supplementary Figure S1 
panels a–d for the bias and root mean squared error (RMSE) 
spatial patterns). The model is able to detect the reduced 
OLR values around the equator associated with the large 
atmospheric water vapor concentration in the Intertropical 
Convergence Zone (ITCZ) region, which absorbs more OLR 
than the drier high-latitude atmosphere. The model is also 
able to produce two maximum OLR values around 25° S and 
25° N near the subtropical high-pressure systems and desert 
regions. As temperatures over these high pressure systems 
and desert regions are higher than over extratropical regions, 
OLR also tends to be higher in these regions than over extra-
tropical regions.

Panels (e)–(h) of Fig. 1 show similar figures to pan-
els (a)–(d), but for the global climatological annual mean 
TOA outgoing shortwave radiation (OSR) under clear sky 
conditions. While OLR can identify the amount of energy 
absorbed by the atmosphere and re-emitted at its own tem-
perature at the top of the atmosphere, OSR can identify the 
amount of energy reflected back to space at the TOA. Com-
paring panels (f) and (g) with panel (e) shows that OSR 
under clear sky conditions is generally well represented by 
the model, except in polar regions where OSR is underes-
timated due to polar continental surface and sea ice albedo 
misrepresentation. This feature is also noticeable in panel 
(h), which illustrates that the largest mismatches between 
CERES and BAM zonal mean OSR occur over polar 
regions, leading to a negative bias of − 4.08 W m2 in both 
BAM TQ62L42 and BAM TQ126L42. The model simu-
lated global mean OSR values were 49.72 W m2 for BAM 
TQ62L42 and 49.71 W m2 for BAM TQ126L42 while the 
reference (CERES) value was 53.78 W m2 (see also sup-
plementary Figure S1 panels e to h for the bias and RMSE 
spatial patterns).

Panels (i)–(p) of Fig. 1 show similar figures to panels 
(a)–(h), but for global climatological annual mean TOA 
OLR (panels i–l) and OSR (panels m–p) under cloudy con-
ditions. The comparison of panels (j) and (k) with panel (i) 
for OLR and of panels (n) and (o) with panel (m) for OSR 

reveals that the model climatological mean spatial patterns 
resemble CERES patterns, but with clear biases (see also 
supplementary Figure S1 panels i–p for the bias and RMSE 
spatial patterns). The model overestimates global mean 
cloudy sky OLR, with values of 255.12 W m2 for BAM 
TQ62L42 and 258.05 W m2 for BAM TQ126L42, while 
the reference (CERES) value was 240.28 W m2. This OLR 
overestimation is also illustrated in panel l), which shows 
the zonal mean values with a mean bias of 14.86 W m2 for 
BAM TQ62L42 and 17.80 W m2 for BAM TQ126L42. 
Note that both simulated and CERES values of OLR under 
cloudy conditions are smaller than the clear sky OLR values 
reported in the previous paragraph. Such a reduction in OLR 
is due to the fact that clouds in the atmosphere absorb long-
wave radiation emitted by the surface and lower atmospheric 
layers, and emit longwave radiation at lower temperatures to 
the TOA. The model underestimates global mean OSR val-
ues under cloudy conditions, with values of 82.11 W m2 for 
BAM TQ62L42 and 80.02 W m2 for BAM TQ126L42, while 
the reference (CERES) value was 99.12 W m2. This OSR 
underestimation feature is also illustrated in panel (p), which 
shows the zonal mean values with a mean negative bias of 
− 17.08 W m2 for BAM TQ62L42 and − 19.15 W m2 for 
BAM TQ126L42. Note also that both simulated and CERES 
cloudy-sky OSR values are larger than clear-sky OSR val-
ues reported in the previous paragraph. Such an increase in 
OSR is due to the fact that clouds in the atmosphere reflect 
shortwave radiation at the top of the atmosphere much more 
than the atmosphere under clear sky conditions. Overall, the 
model in both spatial resolutions is able to detect the maxi-
mum and minimum values of OLR and OSR at the TOA but 
overestimates OLR (due to having an atmosphere unable 
to absorb enough longwave radiation) and underestimates 
OSR (due to having an atmosphere unable to reflect enough 
shortwave radiation). In other words, the model atmosphere 
is more transparent than the observations, leading to mis-
representation of cloud radiation interactions. Note that the 
largest differences between both simulated and observed 
OLR and OSC are noticed over regions where stratocumu-
lus clouds are usually observed (over the oceans to the west 
of the continents). This is a problem previously identified in 
other models (e.g., Brient et al. 2019 and references therein) 
and will be further diagnosed when discussing Fig. 2. The 
model OLR overestimation over the Amazon and Indonesia 
regions is related to underestimation of convective clouds, 
a feature also noticed in BAM version 0.0 (Cavalcanti et al. 
2020).

Panel (a) of Fig.  2 shows the global climatological 
(2001–2016) annual mean TOA longwave cloud radiative 
forcing (LWCRF) derived from satellite (CERES), and 
panels (b) and (c) show the corresponding LWCRF simu-
lated by BAM TQ62L42 (~ 180 km) and BAM TQ126L42 
(~ 100 km). The LWCRF is defined as the difference between 
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OLR under clear sky (first row in Fig. 1) and OLR under 
cloudy (third row in Fig. 1) conditions. The LWCRF assesses 
the impact of clouds on longwave radiation at the TOA. The 
observed LWCRF (panel a) is positive; it represents the 
atmospheric warming effect from clouds that absorb long-
wave radiation. The model (panels b and c) underestimates 

global mean LWCRF by more than a factor of two, with 
values of 12.11 W m2 for BAM TQ62L42 and 11.40 W m2 
for BAM TQ126L42 compared with the reference (CERES) 
value of 25.84 W m2 (see also supplementary Figure S2 
panels a–d for the bias and RMSE spatial patterns). Such 
an underestimation in LWCRF is further illustrated in the 

Fig. 2  Global climatological (2001–2016) annual mean top of the 
atmosphere longwave cloud radiative forcing (LWCRF) a derived 
from satellite (CERES, Loeb et  al. 2018), b simulated by BAM 
TQ62L42 (~ 180 km), c simulated by BAM TQ126L42 (~ 100 km), 
and d zonal means of values shown in the maps of panels a–c for 
CERES (black line), BAM TQ62L42 (blue line), BAM TQ126L42 
(red line). BAM results shown in this figure correspond to the ensem-
ble mean of the performed 4-member simulations. Panels e–h are 
similar to panels a–d but for global climatological annual mean top 
of the atmosphere shortwave cloud radiative forcing (SWCRF). Pan-
els i–l are similar to panels a–d but for global climatological annual 
mean top of the atmosphere net cloud radiative forcing (NETCRF). 

Panel m is the global climatological (1984–2008) annual mean low 
cloud fraction from ISCCP (Schiffer and Rossow 1983). Panels n 
and o are NETCRF biases for BAM TQ62L42 and BAM TQ126L42, 
respectively. Panel p is the NETCRF bias difference between BAM 
TQ126L42 and BAM TQ62L42. The values shown at the bottom left 
hand corner of maps displayed in this figure are the global means (i.e. 
the mean of all values shown in the map). The values shown in the 
panels on the fourth column figures are the mean biases for BAM 
TQ62L42 (in blue) and BAM TQ126L42 (in red). Units in all panels 
are W m−2, except for could fraction in panel m which is expressed in 
percentage
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zonal means shown in panel (d) and is due to the model 
atmosphere having reduced capability to absorb longwave 
radiation than the real world atmosphere, as discussed in 
the previous paragraph. Misrepresentation of cloud radiation 
interactions in the model led to the mean LWCRF bias of 
− 13.63 W m2 for BAM TQ62L42 and of − 14.43 W m2 for 
BAM TQ126L42, indicating that LWCRF is weaker in the 
model than observed.

Panel (e) in Fig. 2 shows the global climatological annual 
mean TOA shortwave cloud radiative forcing (SWCRF) 
derived from satellite (CERES), and in panels (b) and (c) 
the corresponding SWCRF simulated by BAM TQ62L42 
(~ 180 km) and BAM TQ126L42 (~ 100 km). The SWCRF 
is defined as the difference between OSR under clear sky 
(second row in Fig. 1) and OSR under cloudy (fourth row 
in Fig. 1) conditions. The SWCRF assesses the impact of 
clouds on shortwave radiation at the TOA. The global mean 
SWCRF is negative; it represents the atmospheric cool-
ing effect from cloud-reflected shortwave radiation. The 
model (panels f and g) overestimates the observed (panel e) 
SWCRF. Global mean SWCRF values were − 32.39 W m2 
for BAM TQ62L42 and -30.31 W.m2 for BAM TQ126L42, 
while the reference (CERES) value was − 45.34 W m2 (see 
also supplementary Figure S2 panels e–h for the bias and 
RMSE spatial patterns). Such an overestimation in SWCRF 
is further illustrated in the zonal means shown in panel (h); 
it is due to the model atmosphere being too transparent to 
shortwave radiation, as discussed earlier. Misrepresentation 
of cloud radiation interactions in the model led to the mean 
SWCRF bias of 13.00 W m2 for BAM TQ62L42 and of 
15.07 W m2 for BAM TQ126L42, indicating that SWCRF 
is weaker in the model than observed.

Panel (i) in Fig. 2 shows the global climatological annual 
mean TOA net cloud radiative forcing (NETCRF) derived 
from satellite (CERES), and in panels (j) and (k) the corre-
sponding NETCRF simulated by BAM TQ62L42 (~ 180 km) 
and BAM TQ126L42 (~ 100 km). The NETCRF is defined 
as the sum of LWCRF (first row in Fig. 2) and SWCRF 
(second row in Fig.  2). The NETCRF assesses the net 
impact of clouds on both longwave and shortwave radiation 
at the TOA. The global mean NETCRF is negative, repre-
senting the net cooling effect from clouds. The NETCRF 
is reasonably well represented by the model (panels j and 
k) when compared to the CERES (panel i), even though 
some biases are apparent. The global mean NETCRF values 
were − 20.18 W m2 for BAM TQ62L42 and − 18.91 W m2 
for BAM TQ126L42 while the reference (CERES) value 
was −  19.51  W  m2. This leads to NETCRF biases of 
− 0.63 W m2 for BAM TQ62L42 and 0.64 W.m2 for BAM 
TQ126L42 (pane l), which are much smaller compared to 
LWCRF (panel d) and SWCRF (panel h) biases. These small 
biases in NETCRF are due to the compensation between the 
weaker LWCRF and SWCRF discussed in the previous two 

paragraphs. Panel l) also illustrates larger negative NETCRF 
biases over polar regions compared to other regions.

Panel (m) of Fig.  2 shows the global climatological 
annual mean low cloud fraction from ISCCP. To illustrate 
the misrepresentation of cloud-radiation interactions in 
BAM, panels (n) and (o) of Fig. 2 show NETCRF biases for 
BAM TQ62L42 and BAM TQ126L42, respectively, com-
puted as the difference between the simulated NETCRF 
maps of panels (j) and (k) and the CERES NETCRF map of 
panel (i). The largest positive NETCRF biases are found over 
oceanic regions near the western coast of North and South 
America, Africa and Oceania. These oceanic regions are 
characterized by low cloud (Brient et al. 2019). The compar-
ison of panels (n) and (o) with panel (m) shows a remarkable 
coincidence of regions with large positive NETCRF biases 
and high fraction of low clouds over ocean regions near the 
western coasts. This suggests that much of the identified 
NETCRF biases are likely related to misrepresentation of 
low marine clouds in the model. Panel (p) shows the NET-
CRF bias difference between BAM TQ126L42 and BAM 
TQ62L42 (i.e., the difference between the map shown in 
panel o and the map shown in panel (n). The positive values 
in the tropics shown in panel (p) indicate regions where the 
higher resolution model version (panel o) has smaller biases 
than the lower resolution (panel n). These final three panels 
of Fig. 2 reveal that increasing the model spatial resolution 
reduces the negative NETCRF bias identified over the east-
ern tropical Indian Ocean, the Maritime Continent, and the 
South Pacific and South Atlantic Convergence Zones.

Figure 3 shows in panel (a) the vertical climatological 
(1981–2010) annual zonal mean temperature profiles (iso-
lines) from 1000 to 10 hPa (in oC) derived from ERA-5 
reanalysis, and in panels (b) and (c) the corresponding pro-
files simulated by BAM TQ62L42 (~ 180 km) and BAM 
TQ126L42 (~ 100 km). The model (panels b and c) repre-
sents well the observed (panel a) zonal mean temperature 
vertical structure, including meridional and vertical temper-
ature gradients, as well as the temperature minima near the 
equator around 100 hPa. The shading in panels b and c high-
lights warm biases at around 100 hPa near the Equator, due 
mainly to ultra-violet (UV) radiation absorption by ozone 
in the low stratosphere, which is overestimated in the model 
(not shown). As the model atmosphere is too transparent to 
longwave radiation, this allows more energy to be absorbed 
by stratospheric ozone and warm the high-level atmosphere 
(around 100 hPa). However, at the top of the stratosphere 
ozone is underestimated by the model (not shown), leading 
to cold biases likely due to the model top atmosphere being 
unable to absorb enough longwave radiation emitted by 
lower atmospheric and cloud layers. These two panels also 
reveal cold biases in the equatorial mid-troposphere, likely 
due to misrepresentation of low and middle clouds, which 
reduces long wave radiation absorption. Panel d) shows the 
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vertical profile of the zonal mean temperature bias difference 
between BAM TQ126L42 (panel c) and BAM TQ62L42 
(panel b), which reveals that increasing spatial resolution 
increases temperature biases near the top model levels.

4  Atmospheric circulation seasonal 
climatological features

Another important aspect of climate model simulations is 
to investigate how well models represent atmospheric cir-
culation. This section assesses how well BAM-1.2 simulates 
atmospheric circulation climatological features on the sea-
sonal scale.

Figure 4 shows low level (850 hPa) circulation climato-
logical (1981–2010) means for austral summer (DJF, first 
row), autumn (MAM, second row), winter (JJA, third row) 
and spring (SON, fourth row) derived from ERA-5 (first 
column), simulated by BAM TQ62L42 (~ 180 km, second 
column), and BAM TQ126L42 (~ 100 km, third column). 
The model (second and third columns) adequately represents 
the observed lower level climatological circulation features 
(first column). The comparison of these figure panels shows 
that the sub-tropical westerlies in the Southern Hemisphere 
oceans are accordingly represented by the model. The sub-
tropical westerlies observed over the Northern Hemisphere 
Pacific and Atlantic Oceans are also well represented by the 
model. Equatorial easterly trades are adequately represented 
by the model, but are stronger than observed, particularly 
over the Pacific Ocean. The semi-permanent anticyclones 
over the Pacific, Atlantic and Indian Oceans are also well 
placed by the model. In addition, the model is able to locate 
the semi-permanent anticyclones over the South Atlantic 
toward the South American continent during the austral 
winter and toward the central south Atlantic during the 
austral summer, as observed. The low level easterlies over 
the Indian peninsula is also adequately represented during 

the austral winter, closely resembling the observations. 
The fourth column of Fig. 4 shows the zonal-mean zonal 
wind from the panels in the first 3 columns. Although the 
model (blue line for BAM TQ62L42 and red line for BAM 
TQ126L42) reproduces the observed (black line for ERA-5) 
westerly maxima in mid-latitudes and easterly maxima in the 
tropics, the intensity of these features are generally stronger 
in the model when compared to the observations. See also 
supplementary Figure S3 for the low-level (850 hPa) circu-
lation biases.

Figure 5 shows upper level (200 hPa) circulation clima-
tological (1981–2010) means for austral summer (DJF, first 
row), autumn (MAM, second row), winter (JJA, third row) 
and spring (SON, fourth row) derived from ERA-5 (first 
column), simulated by BAM TQ62L42 (~ 180 km, second 
column), and by BAM TQ126L42 (~ 100 km, third column). 
The model (panels in the second and third columns) ade-
quately represents the observed (panels in the first column) 
upper-level climatological circulation features, including the 
sub-tropical and polar westerly jets, the anti-cyclone over 
Bolivia (known as the Bolivian high) during the austral sum-
mer (first row) and the associated trough over northeast Bra-
zil and the tropical south Atlantic. During the austral spring 
(SON, fourth row), however, the model fails to reproduce the 
initial formation of the Bolivian high and associated trough 
over northeast Brazil. The anticyclonic circulations over 
Indonesia and South Africa during austral summer (DJF), 
as well as the Tibetan and Mexican highs, other typical anti-
cyclonic boreal summer (JJA) circulation features, are well 
represented by the model.

The fourth column of Fig. 5 shows the zonal-mean zonal 
wind from the panels in the first 3 columns. Although 
the model (blue line for BAM TQ62L42 and red line for 
BAM TQ126L42) reproduces the observed jets (black 
line for ERA-5), including the stronger subtropical jets 
in the winter hemispheres than the summer hemispheres, 
there are also some model biases. During DJF (panel d) 

Fig. 3  Vertical climatological (1981–2010) annual zonal mean tem-
perature profile (isolines) from 1000 to 10  hPa (in oC) a derived 
from ERA-5 reanalysis (Hersbach et al. 2018, 2019), b simulated by 
BAM TQ62L42 (~ 180  km), and c simulated by BAM TQ126L42 
(~ 100  km). BAM results shown in this figure correspond to the 
ensemble mean of the performed 4-member simulations. Shading 

in panels b and c are temperature biases computed as differences 
between panels b and c vertical temperature zonal mean profiles and 
panel a vertical temperature zonal mean profile. Panel d is the ver-
tical profile of the zonal mean temperature bias difference between 
BAM TQ126L42 (panel c) and BAM TQ62L42 (panel b)
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in the northern hemisphere, the simulated subtropical jet 
is weaker than observed at both resolutions, while the 
southern hemisphere polar jet is stronger than observed 
for BAM TQ126L42 but better matches the observations 
in BAM TQ62L42. During MAM (panel h), the northern 
hemisphere simulated subtropical jet is slightly weaker 
than observed and the southern hemisphere simulated 
polar jet is stronger than observed at both resolutions. 
Meanwhile, the southern hemisphere subtropical jet is 
slightly weaker than observed for BAM TQ126L42 and 

matches the observations closely in BAM TQ62L42. 
During JJA (panel l), the northern hemisphere model 
simulated subtropical jet is weaker than observed and the 
southern hemisphere polar jet is stronger than observed 
at both resolutions, while the southern hemisphere sub-
tropical jet is slightly weaker than observed for BAM 
TQ62L42 and matches the observations closely in BAM 
TQ126L42. During SON (panel p) the northern hemi-
sphere simulated subtropical jet is slightly stronger and 
displaced northwards when compared to the observations 

Fig. 4  Low level (850  hPa) circulation climatological (1981–2010) 
mean represented by streamlines with magnitude in m  s−1 (colors) 
for austral summer (DJF, first row), autumn (MAM, second row), 
winter (JJA, third row) and spring (SON, fourth row) derived from 
ERA-5 (Hersbach et  al. 2018, 2019, first column), simulated by 
BAM TQ62L42 (~ 180  km, second column), and simulated by 
BAM TQ126L42 (~ 100  km, third column). The fourth column 

contains the zonal mean of the zonal mean wind component (black 
line for ERA-5, blue line for BAM TQ62L42 and red line for BAM 
TQ126L42) used for producing the panels in the first 3 columns. The 
values shown in the bottom right of the panels on the fourth column 
figures are the mean biases for BAM TQ62L42 (in blue) and BAM 
TQ126L42 (in red) in m s−1. BAM results shown in this figure corre-
spond to the ensemble mean of the performed 4-member simulations
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at both resolutions. The southern hemisphere subtropical 
jet is slightly weaker than observed in BAM TQ62L42 
and resembles the observations in BAM TQ126L42, while 
the southern hemisphere polar jet is slightly stronger than 
observed for BAM TQ126L42 and matches the observa-
tions in BAM TQ62L42. Overall the mean biases shown in 
the bottom right of the fourth column panels in Fig. 5 are 
similar, suggesting little impact from changing the model 
horizontal resolution. See also supplementary Figure S4 
for the upper level (200 hPa) circulation biases.

Figure 6 shows the vertical profile of climatological 
(1981–2010) seasonal-mean, zonal-mean zonal wind for 
austral summer (DJF, first row), autumn (MAM, second 
row), winter (JJA, third row) and spring (SON, fourth row) 
derived from ERA-5 reanalysis (first column), simulated by 
BAM TQ62L42 (~ 180 km, second column), and simulated 
by BAM TQ126L42 (~ 100 km, third column). The com-
parison of the simulated profiles (second and third column) 
with the observed profile (first column) reveals that the 
model adequately simulates the main features of the zonal 

Fig. 5  Upper level (200 hPa) circulation climatological (1981–2010) 
mean represented by streamlines with magnitude in m  s−1 (colors) 
for austral summer (DJF, first row), autumn (MAM, second row), 
winter (JJA, third row) and spring (SON, fourth row) derived from 
ERA-5 (Hersbach et  al. 2018, 2019, first column), simulated by 
BAM TQ62L42 (~ 180  km, second column), and simulated by 
BAM TQ126L42 (~ 100  km, third column). The fourth column 

contains the zonal mean of the zonal mean wind component (black 
line for ERA-5, blue line for BAM TQ62L42 and red line for BAM 
TQ126L42) used for producing the panels in the first 3 columns. The 
values shown in the bottom right of the panels on the fourth column 
figures are the mean biases for BAM TQ62L42 (in blue) and BAM 
TQ126L42 (in red) in m s−1. BAM results shown in this figure corre-
spond to the ensemble mean of the performed 4-member simulations
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mean wind. This includes the maximum westerlies around 
200 hPa (the subtropical jets) in both hemispheres, the high-
latitude polar jets above 200 hPa in the winter hemispheres, 
and the equatorial easterlies above 100 hPa. The shading in 
the second and third column panels illustrate that the model 
tends to simulate stronger than observed westerly winds 
around  45oS and  45oN through most of the troposphere at 
both resolutions. In other words, around these latitudes the 
model overestimates the subtropical westerly jets, and in 

some seasons (e.g. JJA and SON) the northern hemisphere 
jets are displaced poleward. These central shaded panels 
also reveal that the equatorial easterlies above 100 hPa are 
stronger in the model when compared to the observations. 
The zonal mean bias difference between BAM TQ126L42 
(third column) and BAM TQ62L42 (second column) shown 
in the fourth column highlights that during JJA and DJF the 
westerly subtropical jets between 400 and 100 hPa are inten-
sified when increasing the model resolution. These fourth 

Fig. 6  Vertical climatological (1981–2010) seasonal zonal mean pro-
file of the zonal wind component (isolines) from 1000 to 10 hPa (in 
m  s−1) for austral summer (DJF, first row), autumn (MAM, second 
row), winter (JJA, third row) and spring (SON, fourth row) derived 
from ERA-5 reanalysis (Hersbach et  al. 2018, 2019, first column), 
simulated by BAM TQ62L42 (~ 180 km, second column), and sim-
ulated by BAM TQ126L42 (~ 100  km, third column). BAM results 
shown in this figure correspond to the ensemble mean of the per-

formed 4-member simulations. Shading in the second and third col-
umn panels are zonal mean biases computed as differences between 
the second and third column panels vertical zonal mean profiles and 
the vertical zonal mean profile of the first column. The panels on the 
forth column are the vertical profiles of the zonal mean bias differ-
ence between BAM TQ126L42 (third column) and BAM TQ62L42 
(second column)
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column panels also reveal that increasing the model resolu-
tion strengthens the equatorial easterlies above 100 hPa and 
the westerly high-latitude polar jets above 200 hPa in the 
southern hemisphere in JJA and SON. The stronger equato-
rial easterlies are also noticeable over a large portion of the 
equatorial region in JJA and SON when increasing resolu-
tion from TQ62L42 to TQ126L42.

5  Precipitation seasonal climatological 
features

Precipitation is a variable of great relevance for the activi-
ties of a number of societal sectors (e.g. agriculture, energy 
production and tourism). Therefore, it is essential to assess 
how well climate models represent this variable. This section 
presents an assessment of seasonal precipitation climatologi-
cal features simulated by BAM-1.2.

Figure 7 shows the climatological (1981–2010) mean 
accumulated precipitation for austral summer (DJF, first 
row), autumn (MAM, second row), winter (JJA, third row) 
and spring (SON, fourth row) derived from GPCP (first 
column), simulated by BAM TQ62L42 (~ 180 km, second 
column), and BAM TQ126L42 (~ 100 km, third column). 
Despite some biases discussed below and illustrated in 
Fig. 8, the model simulated climatological mean spatial 
patterns (second and third columns) resemble the observed 
patterns (first column) for the most relevant features, includ-
ing: low precipitation over the semi-permanent sub-tropical 
high pressure systems in the Pacific and Atlantic oceans, 
high precipitation over the South Pacific, South Atlantic and 
South Indian ocean convergence zones, as well as around 
the equator over the ITCZ. The zonal mean accumulated 
precipitation shown in the fourth column for GPCP (black 
line), BAM TQ62L42 (blue line) and BAM TQ126L42 
(red line) illustrates that the model, despite some biases, 
is able to simulate the primary and secondary precipitation 
maxima around the Equator and in the mid-latitudes, the 
latter associated with the storm tracks, due to its capabil-
ity to represent precipitation from the ITCZ and baroclinic 
weather systems and associated fronts. The global mean 
accumulated precipitation is larger in the model simula-
tions than observed (see numbers on the bottom left of the 
first four column panels). The latter numbers reveal that the 
model run at higher resolution (BAM TQ126L42) has much 
larger biases than the model run at lower resolution (BAM 
TQ62L42). The zonal means shown in the fourth column 
illustrate that much of these biases in BAM TQ126L42 are 
due to the precipitation overestimation around the equator. 
Two possible reasons why the higher resolution model ver-
sion (BAM TQ126L42) has larger precipitation biases than 
the lower resolution model version (BAM TQ62L42) are: (1) 
the used time step for running the higher resolution model 

version (600 s) is half of the time step used for the lower 
resolution (1200 s). The deep convection scheme is called 
at each time step, while the shortwave radiation scheme is 
called every hour and the long wave radiation scheme is 
called every three hours. This implies that the convection 
scheme is called more often in the higher resolution model 
version without the radiative warming/cooling contribution, 
because of having a shorter time step than the lower resolu-
tion model version, which can lead to an imbalance between 
diabatic heating by convection and radiative cooling. This 
imbalance can directly affect atmospheric thermodynam-
ics and instability, leading to precipitation impacts. (2) The 
higher-resolution model version is better able to resolve 
sub-grid processes at the expense of allowing more intense 
horizontal gradients and waves interactions across scales. 
This may generate intense convective precipitation systems, 
which interact with the atmosphere and again can directly 
impact atmospheric thermodynamics and instability.

Figure 8 shows the accumulated precipitation mean bias 
over 1981–2010 for austral summer (DJF, first row), autumn 
(MAM, second row), winter (JJA, third row) and spring 
(SON, fourth row), for BAM TQ62L42 (~ 180 km, first col-
umn) and BAM TQ126L42 (~ 100 km, second column). This 
figure confirms the previous finding that the identified excess 
precipitation biases are concentrated around the equator, 
where the positive biases are largest. Large positive biases 
are found predominantly over the Indian Ocean and west-
ern equatorial Pacific in both investigated model resolutions 
(first and second columns). Along the South Pacific conver-
gence zone biases are positive. Along the South Atlantic 
convergence zone, and the southwestern South Atlantic, 
biases are predominantly negative. The model also shows 
negative biases over the Maritime Continent and eastern 
Indian Ocean, particularly in DJF, JJA and SON. See also 
supplementary Figure S5 for the precipitation RMSE. The 
panels on the third column of Fig. 8 show the mean bias 
differences between the higher resolution BAM TQ126L42 
(~ 100 km, second column) version and the lower resolu-
tion BAM TQ62L42 (~ 180 km, first column) version. These 
panels (third column) illustrate that increasing spatial resolu-
tion reduces precipitation biases over the central and eastern 
Indian Ocean in DJF and MAM, and over most South Amer-
ica and the South Pacific convergence zone in MAM, JJA 
and SON. However, over other equatorial regions, includ-
ing northern South America, the eastern equatorial Pacific 
and the western Indian Ocean, increasing spatial resolution 
increases precipitation biases. Therefore, depending on the 
region the impact of increasing spatial resolution is positive 
(i.e., decreases the bias) or negative (i.e., increases the bias).

Figure  9 shows the standard deviation of accumu-
lated precipitation over the 1981–2010 period for austral 
summer (DJF, first row), autumn (MAM, second row), 
winter (JJA, third row) and spring (SON, fourth row), 
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derived from GPCP (first column), and simulated by 
BAM TQ62L42 (~ 180 km, second column) and by BAM 
TQ126L42 (~ 100 km, third column). At both spatial reso-
lutions (second and third columns) the model produces a 
pattern similar to the observations (first column). Higher 
variability is observed over the equatorial region and 
over the South Atlantic and South Pacific convergence 
zones, and lower variability over the ocean regions where 

semi-permanent sub-tropical high-pressure systems are 
located. However, over the regions of higher precipitation 
variability, the model tends to overestimate the observed 
variability, particularly over the South Pacific convergence 
zone (see also supplementary Figure S6 for precipitation 
standard deviation biases).

Fig. 7  Accumulated precipitation climatological (1981–2010) 
mean (in mm) for austral summer (DJF, first row), autumn (MAM, 
second row), winter (JJA, third row) and spring (SON, fourth row) 
derived from GPCP (Adler et  al. 2003, first column), simulated by 
BAM TQ62L42 (~ 180 km, second column), and simulated by BAM 
TQ126L42 (~ 100 km, third column). The values shown in the bottom 
left of the first three column figures are the global mean accumulated 
precipitation (in mm) for the maps shown in each panel. The fourth 

column contains the zonal mean accumulated precipitation (black 
line for GPCP, blue line for BAM TQ62L42 and red line for BAM 
TQ126L42) used for producing the panels in the first 3 columns. The 
values shown in the bottom right of the panels on the fourth column 
figures are the mean biases (in mm) for BAM TQ62L42 (in blue) and 
BAM TQ126L42 (in red). BAM results shown in this figure corre-
spond to the ensemble mean of the performed 4-member simulations
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Fig. 8  Accumulated precipitation mean bias (in mm) over the 1981–
2010 period for austral summer (DJF, first row), autumn (MAM, 
second row), winter (JJA, third row) and spring (SON, fourth row), 
for BAM TQ62L42 (~ 180  km, first column) and BAM TQ126L42 
(~ 100  km, second column). Biases were computed as the differ-
ence between the model simulated climatological mean for BAM 

TQ62L42 (second column in Fig. 7) and for BAM TQ126L42 (third 
column in Fig. 7) and the corresponding GPCP climatological mean 
(Adler et al. 2003, first column in Fig. 7). The panels on the third col-
umn are the mean bias differences between BAM TQ126L42 (second 
column) and BAM TQ62L42 (first column)
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Fig. 9  Accumulated precipitation standard deviation (in mm) over 
the 1981–2010 period for austral summer (DJF, first row), autumn 
(MAM, second row), winter (JJA, third row) and spring (SON, fourth 
row), derived from GPCP (Adler et al. 2003, first column), and sim-
ulated by BAM TQ62L42 (~ 180 km, second column) and by BAM 

TQ126L42 (~ 100  km, third column). BAM standard deviations 
were computed using all four individual ensemble members (not the 
ensemble mean) for each investigated model spatial resolution in 
order avoid filtering out through the ensemble mean the model simu-
lated precipitation inter-annual variability
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6  El Niño Southern Oscillation precipitation 
teleconnections and interannual 
precipitation variability on the seasonal 
time scale

El Niño Southern Oscillation (ENSO) precipitation tel-
econnections manifest through changes in the equatorial 
Walker circulation and the propagation of Rossby waves 
excited by anomalous equatorial heat sources (deep con-
vective activity) associated with SST anomalies in the 
equatorial Pacific (Wallace and Gutzler 1981; Karoly 
1989). The Southern Oscillation Index (SOI) is a well 
known atmospheric index used for diagnosing the sea level 
pressure seesaw between Tahiti (in the central Pacific) and 
Darwin (in northern Australia) established during the two 
phases of ENSO (El Niño and La Niña; Philander 1985). 
The SOI is defined as the standardized sea level pressure 
difference between Tahiti and Darwin. During El Niño 
events (when equatorial Pacific SSTs are anomalously 
warm) sea level pressure tends to be lower in the cen-
tral Pacific and higher in northern Australia, leading to 
negative SOI values. During La Niña events (when equa-
torial Pacific SSTs are anomalously cool) sea level pres-
sure tends to be higher in the central Pacific and lower in 
northern Australia, leading to positive SOI values. These 
sea level pressure conditions in the equatorial region are 
associated with changes in the Walker circulation, with 
anomalous ascent and development of deep convection 
and precipitation over the regions of lower sea level pres-
sure, and subsidence and absence of clouds and precipita-
tion over the regions where sea level pressure is higher 
(Philander 1990). Analysing the relationship between SOI 
and global precipitation in this section allows identifying 
so-called ENSO precipitation teleconnections, which are 
typical conditions associated with El Niño and La Niña 
events in the equatorial Pacific.

Figure 10 shows the correlation between the SOI and 
precipitation anomalies over the 1981–2010 period for 
austral summer (DJF, first row), autumn (MAM, second 
row), winter (JJA, third row) and spring (SON, fourth 
row), derived from observations (NOAA SOI and GPCP, 
first column) and simulated by BAM TQ62L42 (~ 180 km, 
second column) and by BAM TQ126L42 (~ 100 km, third 
column). The positive correlations in the observed pat-
terns (first column) reveal consistency between El Niño 
(negative SOI) and precipitation deficits over the Maritime 
Continent, northern Australia and northeast Brazil. The 
negative correlations shown in the observed patterns (first 
column) reveal consistency between El Niño and excess 
precipitation over the equatorial Pacific and southeastern 
South America. During La Ninã (positive SOI) these cor-
relations translate into opposite precipitation conditions 

over these regions. In other words, La Niña is usually 
consistent with precipitation excess over the Maritime 
Continent, northern Australia and northeast Brazil, and 
precipitation deficit over the equatorial Pacific and south-
eastern South America. Although individual El Niño and 
La Niña events may produce differences in the sign, loca-
tion and magnitude of precipitation anomalies, these are 
examples of precipitation patterns typically manifested 
through well-documented global ENSO teleconnections 
(Ropelewski and Halpert 1987, 1989). The panels on 
the second and third columns show that ENSO precipi-
tation teleconnections are adequately represented by the 
model at both spatial resolutions, as most of the corre-
lations described above resemble those in observations 
(first column). Increasing the spatial resolution from BAM 
TQ62L42 to BAM TQ126L42 slightly improves the repre-
sentation of ENSO-precipitation teleconnections. This is 
illustrated by the slight increase in pattern correlation val-
ues between the simulated patterns (second and third col-
umns) and the observed pattern (first column) shown in the 
bottom left of each figure panel. Although most tropical 
teleconnection features are reasonably well represented by 
the model, there are still missing or weak features requir-
ing better representation in the model, such as the negative 
correlations over the Great Horn of Africa in DJF, and the 
positive correlations over southern Africa in MAM.

Another important aspect to be evaluated in climate mod-
els is how well they represent the year-to-year (inter-annual) 
precipitation variability. Figure 11 shows the correlation 
between observed precipitation anomalies (GPCP) and simu-
lated precipitation anomalies by BAM TQ62L42 (~ 180 km, 
first column) and BAM TQ126L42 (~ 100 km, second col-
umn), over the 1981–2010 period for austral summer (DJF, 
first row), autumn (MAM, second row), winter (JJA, third 
row) and spring (SON, fourth row). This analysis measures 
the strength of linear association between the simulated and 
observed seasonal precipitation anomalies. The mean biases 
for each season are removed when computing anomalies (i.e. 
when subtracting the model simulated seasonal precipitation 
for each of the 30 seasons analyzed from the model seasonal 
climatological 30-year mean) prior to computing the correla-
tion. In other words, this correlation analysis measures how 
well the model simulates seasonal precipitation anomalies 
compared to the observed seasonal precipitation anomalies, 
which, if the model turns out to be well-calibrated, should 
both oscillate in the same direction (i.e. at each grid point 
positive anomalies simulated when positive anomalies are 
observed and negative anomalies simulated when negative 
anomalies are observed). These figures show that the model 
simulated precipitation anomalies have a strong linear asso-
ciation (indicated by large positive correlation values) over 
tropical regions, mainly due to the model’s ability to repre-
sent ENSO teleconnections as illustrated in Fig. 10. Note 
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Fig. 10  Correlation between the Southern Oscillation Index (SOI) 
and precipitation anomalies over the 1981–2010 period for austral 
summer (DJF, first row), autumn (MAM, second row), winter (JJA, 
third row) and spring (SON, fourth row), derived from observa-
tions (NOAA SOI and GPCP, first column) and simulated by BAM 

TQ62L42 (~ 180  km, second column) and by BAM TQ126L42 
(~ 100 km, third column). The values shown in the bottom left panels 
are the pattern correlations with the observed pattern (first column). 
BAM results shown in this figure correspond to the ensemble mean of 
the performed 4-member simulations
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that the tropical regions over the Pacific, South America 
and the Maritime Continent, where correlations are large 
and positive in Fig. 11, coincide with the regions in Fig. 10 
where ENSO teleconnections manifest. Increasing spatial 
resolution from BAM TQ62L42 to BAM TQ126L42 does 
not substantially change the tropical mean and global mean 
correlations shown at the bottom left of the figure panels 
in the first and second columns of Fig. 11. Looking at the 
difference between the correlation maps for the higher and 
lower resolution model versions, one can have an idea about 
where the increase in resolution can help improve the rep-
resentation of this year-to-year (interannual) precipitation 
variability. We have tested if these correlation differences 
are statistically significant at the 10% level, using a bootstrap 
resampling procedure with replacement. For performing this 
test, the correlation maps for both model resolutions were 
recomputed 1000 times, and checked if the 90% confidence 
intervals of these 1000 correlation samples for each model 
resolution overlapped or not. Non-overlapping grid-points 
are showed in colors in Fig. 11 (third column), indicating 
regions where the differences in correlations are statistically 
significant at the 10% level.The positive correlation differ-
ences between BAM TQ126L42 (second column) and BAM 
TQ62L42 (first column) shown in yellow, orange and red 
in the third column are limited to small regions illustrating 
that the increase in spatial resolution has little impact in 
improving the representation of precipitation inter-annual 
variability.

7  Madden and Julian Oscillation 
and daily precipitation climatological 
characteristics

The previous sections presented an assessment of BAM for 
reproducing annual and seasonal mean climatological fea-
tures. In this section, we use higher frequency (daily) data to 
first assess the model’s ability to simulate the climatological 
features (i.e. the typical patterns during the phases) of an 
intra-seasonal phenomenon (the MJO) based on daily OLR 
and daily 200 hPa and 850 hPa zonal wind. The MJO is char-
acterized by the eastward equatorial propagation of tropi-
cal convection from the Indian Ocean towards the Pacific, 
taking about 40–50 days to complete a full cycle around 
the world (Madden and Julian 1972). Next we assess model 
representation of daily precipitation climatological charac-
teristics, including frequency, persistence, intermittency, 
size and orientation of rainfall features over southeastern 
South America.

Figure 12 shows the MJO life cycle composite represented 
by the mean anomalies of OLR (shading) and the zonal wind 
at 200 hPa (contours) using all days during November to 
April 1981–2010 when the MJO was in phases 1 to 8 (as 

defined by Wheeler and Hendon 2004), derived from obser-
vations (NOAA OLR and ERA-5 200 hPa zonal wind, first 
column) and simulated by BAM TQ62L42 (second column) 
and BAM TQ126L42 (third column). MJO phases for both 
observations and model simulations were computed using 
the diagnostics package described in Waliser et al. (2009). 
This diagnostics package performs combined empirical 
orthogonal function analyses for determining the MJO 
phases by combining zonal winds (at 850 hPa and 200 hPa) 
with OLR averaged between  15oS and  15oN. The model 
(second and third panels) reasonably represents the observed 
(first panel) MJO propagation from the tropical Indian Ocean 
towards the western equatorial Pacific. The phenomenon is 
depicted by negative OLR anomalies (representing anoma-
lous convective activity) moving east from phases 2–8 from 
the tropical Indian Ocean towards the western equatorial 
Pacific. However, the model at both spatial resolutions (sec-
ond and third panels) simulates weaker anomalous convec-
tion than observed (first panel). In order to be able to visual-
ize the spatial structure of anomalous convection in BAM, in 
Fig. 12 the colour scale for the model simulations is different 
from the colour scale for the observations. This optimised 
data visualization was also used in Fig. 12 of Kodama et al. 
(2015) and in Fig. 5 of Liu et al. (2017) when examining 
similar MJO features in other models. Increasing resolution 
improves the amplitude of anomalous convection associated 
with the MJO, but the simulated convection remains weaker 
than observed. BAM TQ62L42 (second column) also shows 
a faster eastward propagation of the anomalous convection 
from the Indian Ocean to the western equatorial Pacific from 
phase 4 to 5 than observed (first column). Increasing spatial 
resolution from BAM TQ62L42 (second column) to (BAM 
TQ126L42, third column) reduces this phase speed bias and 
also strengthens the anomalous convection, which was too 
weak in BAM TQ62L42, leading to an improved representa-
tion of the MJO life cycle. However, increasing spatial reso-
lution reversed the anomalous convection signal over Brazil 
in phases 3, 4 and 7 of the MJO. The upper level (200 hPa) 
zonal winds are adequately represented in the model (second 
and third panels) when compared to the observations (first 
panel) through the MJO phases, consistently showing east-
erly wind anomalies to the east of the maximum equatorial 
negative OLR anomaly and westerly wind anomalies to the 
west of this maximum. This accordingly represents the upper 
level circulation divergence associated with the deep MJO 
convective activity eastward propagation. The model is also 
able to represent the upper-level convergence with easterly 
wind anomalies to the east and westerly wind anomalies to 
the west of the maximum equatorial positive OLR anomaly, 
where a lack of convection and subsidence prevail.

To analyze daily precipitation features, and follow-
ing Klingaman et  al. (2017) and Martin et  al. (2017), 
Fig. 13 (panels a–d) shows joint (two-dimensional, 2-D) 
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probability density functions (colors) of binned values 
of daily precipitation at the same grid point on consecu-
tive days, and one dimensional (1-D) probability density 
function (dashed line) of daily precipitation, aggregated 
over all grid points within southeast South America 

(15–40° S, 60–35° W) for the period 1998–2017, derived 
from TRMM (first column) and simulated by BAM 
(second right column). To compare TRMM with BAM, 
TRMM precipitation was interpolated to the same hori-
zontal resolutions as BAM (TQ62, ~ 180 km, first row, 
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and TQ126, ~ 100 km, second row). This region of South 
America, which includes large portions of Brazil and 
Paraguay, northeast Argentina and Uruguay was selected 
because of its economic importance in terms of food and 
energy production; it also has a large population heavily 
affected by daily precipitation events. Besides, this is one 
of the world´s most active regions in terms of mesoscale 
convective activity (Velasco and Fritsch 1987).

High probability values along the diagonal in panels 
(a)–(d) of Fig. 13 suggest persistent precipitation rates on 
consecutive days at the same grid point. The comparison 
of panels (b) and (d) with panels (a) and (c), respectively, 
reveals that the model simulated daily precipitation is more 
persistent than observed by TRMM, particularly for low to 
moderate rain rates (< 20 mm/day). The 1-D probability den-
sity function (dashed lines) of daily precipitation in panels 
(b) and (d), when compared to those shown in panels a) 
and c), show that the model overestimates light precipita-
tion (< 20 mm/day) and underestimates heavy precipitation 
(> 20 mm/day). This comparison also reveals that increasing 
spatial resolution from BAM TQ62L42 (~ 180 km) to BAM 
TQ126L42 (~ 100 km) produces slightly more frequent 
heavy precipitation, events, but still not as many events 
as observed by TRMM at the same resolution. High prob-
abilities in the lower right and upper left corners of panels 
(a)–(d) suggest intermittent precipitation at a grid point. 
In other words, high probabilities in the lower right corner 
indicate that days of moderate or heavy precipitation are fre-
quently followed by days of light or no precipitation, while 
high probabilities in the upper left indicate that light or no 
precipitation is frequently followed by moderate or heavy 
precipitation. Panels (b) and (d) show that the model simu-
lated precipitation is similarly intermittent to the observa-
tions (panels a and c) up to 60 mm/day, but for heavier than 
60 mm/day the model becomes less intermittent (more per-
sistent) than TRMM. This is related to the underestimation 

of heavy precipitation in the model when compared to the 
observations, as discussed above.

As described in Klingaman et al. (2017) and Martin et al. 
(2017), Fig. 13 (panels e–h) shows instantaneous (lag-0) cor-
relations computed over non-overlapping 7 × 7 grid point 
sub-regions within the southeast South America region 
(15–40° S, 60–35° W). Within each sub-region, the daily 
gridded precipitation (1998–2017) time series at each point 
is correlated against the time series at the central grid point 
(0,0). The plots shown in panels (e)–(h) are correlations 
averaged over the sub-regions. These four panels show this 
diagnostic for TRMM (first column) and for the mean of 
all four BAM ensemble members (second column). For the 
lower spatial resolution (~ 180 km; panels e and f) these 
figures contain the mean of four 7 × 7 grid point sub-regions 
within the southeast South America region. For the higher 
spatial resolution (~ 100 km; panels g and h) these figures 
contain the mean of nine 7 × 7 grid point sub-regions within 
the southeast South America region. These four panels illus-
trate the typical size and orientation of daily precipitation 
features as observed by TRMM and simulated by BAM. Pan-
els (f) and (h) show that precipitation features in BAM are 
oriented preferentially in the southeast to northwest direc-
tion as in TRMM (panels e and g). These panels also reveal 
that precipitation features in BAM are larger than those in 
TRMM. Increasing spatial resolution from BAM TQ62L42 
(~ 180 km) to BAM TQ126L42 (~ 100 km) reduces this 
size bias, but BAM precipitation features (panel h) are still 
slightly larger than those in TRMM (panel g), and the ori-
entation is again consistent with TRMM.

In order to provide a global assessment supplementary 
Figures S7 and S8 show results of the same analysis per-
formed for southeastern South America (Fig. 13) to other 
five same-sized (25° in longitude by 25° in latitude) and cli-
matologically similar regions (Southern Australia [45–20° S, 
110–135° E], Southern Africa [35–10° S, 15–40° E], Eastern 
Asia [20–45° N, 105–130° E], Southern Europe [20–45° N, 
5° W–20° E] and Southeast North America [20–45° N, 
100–75° W]). Consistent results with those described above 
for Fig. 13 were found for all these regions, suggesting sys-
tematic biases in the model representation of daily precipita-
tion features.

8  Summary and conclusions

This study evaluated the performance of CPTEC model 
(BAM-1.2) when producing AMIP-type climate simula-
tions at two spatial resolutions corresponding to around 180 
and 100 km, both with 42 vertical levels. Such simulations 
performed under observed boundary conditions (i.e. using 
observed SSTs when running the model) provided a valu-
able framework for addressing the questions raised in the 

Fig. 11  Correlation between observed precipitation anomalies 
(GPCP, Adler et  al. 2003) and simulated precipitation anomalies 
by BAM TQ62L42 (~ 180  km, first column) and BAM TQ126L42 
(~ 100  km, second column), over the 1981–2010 period for aus-
tral summer (DJF, first row), autumn (MAM, second row), winter 
(JJA, third row) and spring (SON, fourth row). Correlation values 
above 0.36 are statistically significant and different from zero using 
the Student’s t-test at the 10% level. The values shown in the bot-
tom left panels of the maps in the first and second columns are the 
mean of the correlation values shown in the maps computed over 
the tropics (T, global mean between  30oS and 30°  N) and over the 
entire globe (G, global mean between 90° S and 90° N). The maps 
shown in the forth column are the correlation differences between 
BAM TQ126L42 (second column) and BAM TQ62L42 (first col-
umn). Only statistically significant differences at the 10% level deter-
mined through a bootstrap resampling procedure with replacement 
computed with 1000 samples are shown. BAM results shown in this 
figure correspond to the ensemble mean of the performed 4-member 
simulations

◂
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introductory section, and also helped to identify area for 
model improvement. The main findings and conclusions are 
summarized below.

At both spatial resolutions, BAM-1.2 reproduced well the 
observed vertical profile of the zonal annual mean tempera-
ture, the seasonal mean atmospheric circulation and main 
climatological features of precipitation, although some 
biases were identified, particularly in top of the atmosphere 
radiation. Both OLR and OSR climatological features under 
clear sky conditions were adequately represented, indicating 
that radiation interactions with atmospheric gases were well 
represented. The OSR assessment under clear sky condi-
tions also revealed that polar continental surface and sea 
ice albedo are misrepresented. Under cloudy conditions, the 
model at both spatial resolutions overestimated OLR and 
underestimated OSR. These deficiencies were attributed to 
a simulated atmosphere that was too transparent to longwave 
and shortwave radiation under cloudy conditions, which led 
to a misrepresentation of cloud-radiation interactions. Both 
LWCRF and SWCRF were found to be weaker in the model 
than in the observations. This led to a weaker TOA warming 
effect in the global mean climate, due to the model having 
a less absorptive atmosphere, and a weaker TOA cooling 
effect due to the model atmosphere being less reflective. 
Nevertheless, the net cloud radiative forcing, which produces 
the TOA cooling effect in the global mean climate, was well 

represented by the model at both spatial resolutions, with 
small global mean biases. This was achieved by a compen-
sation between both weaker LWCRF and SWCRF in the 
model, leading to an adequate representation of atmospheric 
circulation and precipitation conditions. The net cloud radia-
tive forcing assessment also revealed that low marine clouds 
are misrepresented in the model.

El Niño-Southern Oscillation (ENSO) precipitation tel-
econnections were also found to be well represented by 
the model, including the typical patterns during El Niño 
(La Niña) events of excess (deficit) precipitation over the 
equatorial Pacific and southeast South America and defi-
cient (excess) precipitation over the Maritime Continent, 
northern Australia and northern South America. Increasing 
the spatial resolution slightly improved the representation 
of ENSO precipitation teleconnections. The representation 
of inter-annual precipitation variability in the model at both 
spatial resolutions was linked to the ability of the model to 
represent ENSO atmospheric teleconnections.

Despite some biases in the phase speed propagation, 
the eastward propagation of the MJO life cycle was ade-
quately simulated by the model. However, the model pro-
duced weaker than observed associated tropical convective 
activity (a common feature among climate models), which 
propagates from the Indian Ocean to the western Pacific 
during MJO events. Increasing spatial resolution helped to 

Fig. 12  MJO life cycle composite represented by the mean of OLR 
(shading) and the zonal wind component at 200 hPa (contours) anom-
alies of all days during the November to April 1981–2010 period 
when the MJO was in phases (PH) 1–8 (as defined by Wheeler and 
Hendon 2004) derived from observations (NOAA OLR and ERA-5 
200 hPa zonal wind, first column) and simulated by BAM TQ62L42 
(second column) and BAM TQ126L42 (third column). MJO phases 

for both observations and model simulations were computed using 
the diagnostics package described in Waliser et  al. (2009). BAM 
composites for each of the 8 phases were first computed for each 
ensemble member separately and next the mean of these composites 
were computed and are shown here in the panels of the second and 
third columns. Note that the OLR color scales for the observations 
and BAM simulations are different as indicated in the color bars
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Fig. 13  Joint (two-dimensional, 
2-D) probability density func-
tion (colors, in logarithmic 
scale) of binned values (bin 
intervals are shown in the 
horizontal and left vertical 
axes) of daily precipitation 
at the same grid point on 
consecutive days, and one 
dimensional (1-D) probability 
density function (dashed line) 
of daily precipitation using the 
right-hand side axis, aggregated 
over all grid points within 
the southeast South America 
(15–40° S, 60–35° W) for the 
period 1998–2017, a derived 
from TRMM (Kummerow 
et al. 1998; Huffman et al. 
2007, 2010) interpolated to T62 
spatial resolution (~ 180 km), 
b simulated by all four BAM 
TQ62L42 (~ 180 km) ensem-
ble members, c derived from 
TRMM interpolated to T126 
spatial resolution (~ 100 km), 
and d simulated by all four 
BAM TQ126L42 (~ 100 km) 
ensemble members. Mean 
instantaneous (lag-0) correla-
tions of daily gridded precipita-
tion 1998–2017 time series at 
all grid points within a 7 × 7 
grid point sub-region within 
the southeast South America 
region (15–40° S, 60–35° W), 
against the precipitation time 
series at the central grid point 
(0,0) of each 7 × 7 grid point 
sub-region, averaged over all 
possible non-overlapping 7 × 7 
grid point sub-regions within 
the southeast South America 
region, e derived from TRMM 
interpolated to T62 spatial reso-
lution (~ 180 km), f simulated 
by BAM TQ62L42 (~ 180 km), 
g derived from TRMM interpo-
lated to T126 spatial resolution 
(~ 100 km), and h simulated by 
BAM TQ126L42 (~ 100 km). 
The values for BAM in panels f 
and h are averages of the mean 
instantaneous correlation values 
obtained for the four individual 
ensemble members. The printed 
values and filled blocks in 
panels e–h show the same data. 
See Klingaman et al. (2017) and 
Martin et al. (2017) for further 
information on how these fig-
ures are produced
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reduce the phase speed bias and also strengthen the MJO 
convective activity, leading to an improved representation 
of the life cycle, although simulated convection was still 
found to be much weaker than observed.

The analysis of daily simulated precipitation over the 
southeast of South America region revealed that the model 
tends to overestimate light precipitation and underestimate 
heavy precipitation. Increasing spatial resolution pro-
duced slightly heavier precipitation, but still not as much 
as observed. Daily precipitation features were found to 
be larger and last longer in the model simulations than 
in the observations. Increasing spatial resolution helped 
to reduce precipitation feature sizes, diminishing the size 
bias, but the simulated precipitation features at higher res-
olution were still found to be slightly larger than observed. 
The dominant spatial orientation of model simulated pre-
cipitation features at both spatial resolutions was southeast 
to northwest, as in observations. Repeating this analysis to 
other five same-sized and climatologically similar regions 
to southeastern South America, over Southern Australia, 
Southern Africa, Eastern Asia, Southern Europe and 
Southeast North America revealed consistent results to all 
these regions, suggesting systematic biases in the model 
representation of daily precipitation features.

Overall, BAM-1.2 simulated adequately most climate 
aspects here evaluated, despite the identified biases. The 
performed evaluation identified model aspects that need 
to be improved. These include the representation of polar 
continental surface and sea ice albedo, stratospheric 
ozone, low marine clouds, and daily precipitation features. 
Improving cloud representation in the model is likely the 
key aspect needed for addressing the identified transpar-
ency bias and associated cloud radiation interactions 
misrepresentation. Tackling all of the above mentioned 
aspects in future model versions is expected to produce 
an improved representation of the global climatological 
features discussed here.
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