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Abstract
This paper presents an inter-comparison performance assessment of the newly developed Centre for Weather Forecast and 
Climate Studies (CPTEC) model (the Brazilian Atmospheric Model version 1.2, BAM-1.2) against four sub-seasonal to 
seasonal (S2S) prediction project models from: Japan Meteorological Agency (JMA), Environmental and Climate Change 
Canada (ECCC), European Centre for Medium-range Weather Forecasts (ECMWF) and Australian Bureau of Meteorology 
(BoM). The inter-comparison was performed using hindcasts of weekly precipitation anomalies and the daily evolution of 
Madden–Julian Oscillation (MJO) for 12 extended austral summers (November–March, 1999/2000–2010/2011), leading to 
a verification sample of 120 hindcasts. The deterministic assessment of the prediction of precipitation anomalies revealed 
ECMWF as the model presenting the highest (smallest) correlation (root mean squared error, RMSE) values among all 
examined models. JMA ranked as the second best performing model, followed by ECCC, CPTEC and BoM. The probabilistic 
assessment for the event “positive precipitation anomaly” revealed that ECMWF presented better discrimination, reliability 
and resolution when compared to CPTEC and BoM. However, these three models produced overconfident probabilistic 
predictions. For MJO predictions, CPTEC crosses the 0.5 bivariate correlation threshold at around 19 days when using the 
mean of 4 ensemble members, presenting similar performance to BoM, JMA and ECCC. Overall, CPTEC proved to be 
competitive compared to the S2S models investigated, but with respect to ECMWF there is scope to improve the prediction 
system, likely by a combination of including coupling to an interactive ocean, improving resolution and model parameteriza-
tion schemes, and better methods for ensemble generation.
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1  Introduction

Sub-seasonal prediction has been recognized in recent years 
as an activity with potential for producing essential infor-
mation for various sectors, although performance levels of 
the currently used general circulation models (GCM) for 

producing these predictions is still modest. Sub-seasonal 
predictions fill the gap between numerical weather and sea-
sonal predictions, being of great relevance for disaster pre-
vention and reduction of human and economic losses in vari-
ous sectors of society (White et al. 2017). Another important 
aspect making sub-seasonal predictions attractive is the 
improved ability of GCMs in simulating the Madden–Julian 
Oscillation (MJO), which is the main source of predict-
ability on the sub-seasonal time scale (Vitart 2014). The 
MJO is a key intraseasonal variability phenomena respon-
sible for modulating the patterns of circulation, convective 
activity and precipitation over the tropical region, which is 
also able to induce tropical-extratropical interaction (Wool-
nough 2019). Improved ability of GCMs in simulating other 
sources of sub-seasonal predictability has also been reported 
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(Vitart 2017; de Andrade et al. 2019), including phenom-
ena such as the North Atlantic Oscillation (NAO) (Hurrell 
et al. 2003), midlatitude tropospheric blocking (Tyrlis and 
Hoskins 2008), stratospheric warming events (Kidston et al. 
2015) and tropical-extratropical teleconnections (Matthews 
et al. 2004), to name a few. These improvements contribute 
to increasing the quality of sub-seasonal predictions. For all 
these reasons, there has been an increasing interest in both 
the scientific and operational communities in further devel-
oping and evaluating sub-seasonal prediction systems (New-
man et al. 2003; Vitart 2004, 2008; Hudson et al. 2011a; 
Mastrangelo et al. 2012; Liu et al. 2017; Weber and Mass 
2017; Liang and Lin 2018; Coelho et al. 2018; de Andrade 
et al. 2019; Guimarães et al. 2020; Klingaman et al. 2020).

This study is primarily an assessment of a model devel-
oped for use in South America, which is considered a promi-
nent continent for sub-seasonal predictions, particularly 
because of being affected by the MJO (Grimm 2019) and 
tropical-extratropical (Gonzalez and Vera 2014) telecon-
nections. The ability of GCMs to represent the impacts of 
these phenomena over South America is likely the reason 
why these models tend to have better prediction quality over 
South America when compared to other continental regions, 
with low to moderate prediction performance at weeks 3–4 
(Li and Robertson 2015; de Andrade et al. 2019; Pegion 
et al. 2019). These findings motivated the Centre for Weather 
Forecast and Climate Studies [Centro de Previsão de Tempo 
e Estudos Climáticos (CPTEC)] of the National Institute for 
Space Research (INPE) to start configuring and evaluating 
its global model for a future implementation of sub-seasonal 
predictions (Guimarães et al. 2020). Currently, CPTEC pro-
duces operationally numerical weather, extended-range and 
seasonal predictions.

Guimarães et al. (2020) described the evaluation of sev-
eral possible configurations of the Brazilian Atmospheric 
Model version 1.2 (BAM-1.2) to determine the optimal 
choice for producing sub-seasonal predictions. Characteris-
tics such as vertical resolution, deep convection and bound-
ary layer parameterizations and initialization of soil moisture 
were evaluated through sensitivity tests and comparison of 
historical performance based on a series of retrospective pre-
dictions (hindcasts) for all investigated model configurations 
were performed in order to identify the most suitable con-
figuration. With the most suitable CPTEC model configura-
tion determined in Guimarães et al. (2020), the performance 
of BAM-1.2 sub-seasonal hindcasts over South America 
have recently been assessed and compared with other mod-
els by Klingaman et al. (2020). The latter study showed 
that CPTEC (BAM-1.2) and the other three investigated 
models [the US National Centres for Environmental Pre-
diction (NCEP), the United Kingdom Met Office (UKMO) 
and the European Centre for Medium-range Weather Fore-
casts (ECMWF)] have moderate precipitation performance 

over South America for predictions produced three weeks 
ahead of time. Klingaman et al. (2020) also showed CPTEC 
(BAM-1.2) was able to represent a large portion of the MJO 
and El Niño-Southern Oscillation (ENSO) teleconnection 
patterns over South America up to five weeks ahead of time, 
with better representation at short lead times. These results 
are encouraging because the models that were compared 
with CPTEC have ocean-atmosphere coupling and some 
with more refined spatial resolution (features not present 
in BAM-1.2).

The study aims to perform a global assessment of CPTEC 
model (BAM-1.2) at sub-seasonal time-scale, focusing on an 
inter-comparison with four Sub-seasonal to seasonal (S2S) 
prediction project (Vitart et al. 2017) models: the Japan 
Meteorological Agency (JMA) model (Japan Meteorological 
Agency 2019), the Environmental and Climate Change Can-
ada (ECCC) model (Liang and Lin 2018), ECMWF model 
(Vitart 2014) and the Australian Bureau of Meteorology 
(BoM) model (Hudson et al. 2011a). This study is therefore 
complementary to both Guimarães et al. (2020) and Klinga-
man et al. (2020) and compares global precipitation anomaly 
and MJO hindcast performance of CPTEC model with these 
four S2S models. JMA, ECCC, ECMWF and BoM models 
were chosen for comparison with CPTEC because they are 
(or have been recently) providing sub-seasonal predictions 
routinely, with two of these models (JMA and ECCC) being 
also atmosphere-only models as CPTEC. Such a compara-
tive assessment provides the opportunity to explore common 
virtues and deficiencies of CPTEC with respect to the four 
S2S models here investigated. Although the main focus of 
the performed assessment is global, this study also devotes 
specific attention to South America.

The article is organized as follows. Section 2 presents the 
datasets, models and verification metrics used in the study. 
Section 3 describes and compares the performance of sub-
seasonal precipitation hindcasts from both the deterministic 
and probabilistic perspectives, and of MJO hindcasts, pro-
duced with CPTEC model and the four S2S models investi-
gated. Conclusions are presented in Sect. 4.

2 � Methods

2.1 � Datasets and models

Daily data from the Global Precipitation Climatology Pro-
ject (GPCP) were used to assess precipitation hindcasts 
quality (Huffman 2001). GPCP is a product derived from 
observed rainfall data and precipitation estimates by geosta-
tionary and polar-orbiting satellites. The spatial resolution 
of GPCP is 1° × 1° degrees in latitude and longitude. For 
assessing the model ability to represent the MJO, we used 
estimates of Outgoing Longwave Radiation (OLR) from the 
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National Oceanic and Atmospheric Administration (NOAA) 
satellites, with a spatial resolution of 2.5° × 2.5° degrees 
in latitude and longitude (Liebmann and Smith 1996), and 
zonal wind at 850 and 200 hPa from ERA-Interim (Dee et al. 
2011).

CPTEC model (BAM-1.2) is a spectral model with tri-
angular quadratic truncation TQ126 (about 100 km) and 42 
vertical levels (Guimarães et al. 2020). CPTEC hindcasts 
were initialized with ERA-Interim reanalysis (Dee et al. 
2011). As the CPTEC model version used in this study is 
not coupled to an ocean model, the total sea-surface tem-
perature (SST) ERA-Interim field (not the anomaly) of each 
start date was kept constant during the 35 days of integration 
(persisted SST). A total of 11 hindcast ensemble members 
were produced for CPTEC through the use of an Empiri-
cal Orthogonal Function (EOF) perturbation methodology 
(Mendonça and Bonatti 2009). The used burst initialization 
methodology produces optimally perturbed analyses by 
applying the EOFs to n time series formed by the differences 
between a model run initialized with a control initial condi-
tion and n model runs initialized with randomly perturbed 
initial condition. Additional information about BAM-1.2 and 
the ensemble generation methodology used in this study is 
provided in Guimarães et al. (2020). In this paper, CPTEC 
model is compared with JMA, ECCC, ECMWF and BoM 
models. All data for these four models were obtained from 
the S2S project database hosted at ECMWF. A brief descrip-
tion of these models and the rationale for their selection is 
provided below.

The ECMWF model version used in this study is 
CY43R1, which was in operations during the period from 
2016 to 2017, is a spectral model with Tco639 spatial resolu-
tion (about 16 km) up to day 15 and Tco319 (about 32 km) 
after day 15, and 91 vertical levels, initialized with ERA-
Interim reanalysis. The atmosphere is coupled with the 
Nucleus for European Modeling of the Ocean version 3.4.1 
(NEMO3.4.1) with a 0.25 degree horizontal resolution and 
75 vertical levels, initialized with the Ocean Re-Analysis 
System version 5 (ORAS5,  Zuo et al. 2019). As for CPTEC, 
ECMWF also has a total of 11 hindcast ensemble members. 
This model was chosen to be compared with CPTEC because 
the ECMWF model has been reported in the literature to 
have the best performance in comparison with other models 
at the sub-seasonal time-scale (Li and Robertson 2015; de 
Andrade et al. 2019). It is important to highlight that more 
recent (updated) versions of ECMWF model are available. 
However, the ECMWF CY43R1 version was used in this 
paper because the start (initialization) dates coincide with 
CPTEC start dates. BoM has its atmosphere coupled to the 
Australian Community Ocean Model version 2 (ACOM2), 
which is based on the Geophysical Fluid Dynamics Labora-
tory (GFDL) Modular Ocean Model version 2 (MOM2), 
with the atmospheric component being a spectral model with 

T47 horizontal resolution (about 250 km) and 17 vertical 
levels. The BoM atmospheric component was initialized 
with analysis generated by the Atmosphere and Land Ini-
tialization (ALI) scheme (Hudson et al. 2011b). The ocean 
was initialized with the Predictive Ocean Atmosphere Model 
for Australia (POAMA) Ensemble Ocean Data Assimilation 
System (PEODAS) reanalysis (Yin et al. 2011). The BoM 
sub-seasonal prediction system is a multi-model ensemble 
system with 3 (similar) model versions (24a, 24b and 24c), 
each with 11 ensemble members making up a total of 33 
members. In this study, the BoM version used was the 24a 
version with its 11 available ensemble members. BoM was 
chosen because of being a coupled ocean-atmosphere model 
run operationally until 2020, having a lower spatial reso-
lution than CPTEC. The JMA model version (GEPS1701) 
used in this study, which was used in operations during the 
period from 2017 to 2020, is a spectral model with TL479 
(about 40 km) horizontal resolution up to 18 days and TL319 
(about 55 km) after 18 days and 100 vertical levels. As 
CPTEC, JMA is also an atmosphere-only model (i.e., not 
a coupled ocean-atmosphere model) and it was initialized 
with Japanese 55-year reanalysis (Kobayashi and Iwasaki 
2016). JMA produced hindcasts consist of an ensemble of 
5 members. JMA hindcasts used the persistence of the SST 
anomaly of the day prior to the initialization date throughout 
the integration period, with the SST anomaly derived from 
the Japanese Merged Satellite and in-situ Data Global Daily 
Sea Surface Temperature (MGDSST) analysis. JMA was 
chosen because in addition to being an operational model it 
stands out in terms of performance among the S2S models 
that do not have coupling with the ocean (de Andrade et al. 
2019). Unlike the other models described above, ECCC is a 
finite differences model, with a Yin-Yang grid at 0.35° uni-
form resolution (about 39 km) and 45 vertical levels. ECCC 
was initialized with ERA-Interim reanalysis and produced 
hindcasts consisting of an ensemble of four members. ECCC 
hindcasts used the persistence of the averaged ERA-Interim 
SST anomaly of the 30 days prior to the initialization date 
throughout the integration period. The ECCC version used 
here (GEPS5) is the one that was in operation between 2018 
and 2019, and as CPTEC and JMA models, it is also an 
atmosphere-only model. For this reason, it was also chosen 
to be compared with CPTEC. Additional information about 
the S2S models can be found at https​://confl​uence​.ecmwf​
.int/displ​ay/S2S/.

Hindcast samples have the same size for all models here 
investigated, corresponding to a total of 120 retrospective 
forecasts produced for each model, comprising 120 start 
(initialization) dates within the extended austral summer 
(November to March) from 1999/2000 to 2010/2011 (i.e., 
12 extended summers), with two retrospective forecasts pro-
duced for each month, one initialized at the beginning and 
the other around the middle of each month. CPTEC and 



	 B. S. Guimarães et al.

1 3

ECMWF have the same start (initialization) dates, which 
vary from one month to the next and are presented in Table 1 
in Guimarães et al. (2020). The chosen BoM start dates 
were the 1st and 16th, and for JMA the 1st and 10th days, 
regardless of the month of the hindcast. As for CPTEC and 
ECMWF, ECCC start dates vary according to the month of 
the hindcast. For ECCC, the start dates for the months of 
November, February and March were selected on the 1st and 
15th days of the month. The hindcasts for December were 
started on the 6th and 20th days and for January on the 4th 
and 18th days of the month.

2.2 � Precipitation verification metrics

Precipitation hindcasts of the five models were evaluated 
using determinist and probabilistic metrics. Each metric 
was calculated for four weekly average lead times counting 
from the hindcast start dates of each model as follows: days 
1–7 (week-1), days 8–14 (week-2), days 15–21 (week-3) and 
days 22–28 (week-4). Lead time dependent hindcast weekly 
averages for these days (and for the corresponding matching 
observations) were computed considering the start dates of 
each model. For the deterministic assessment, the correla-
tion and root mean square error (RMSE) between predicted 
and observed precipitation anomalies at each grid point were 
selected to measure two prediction quality attributes: linear 
association and accuracy, respectively. These two metrics 
are widely used for sub-seasonal prediction assessment (Liu 
et al. 2014; Li and Robertson 2015; Coelho et al. 2018; de 
Andrade et al. 2019; Guimarães et al. 2020; Klingaman et al. 
2020). Following Coelho et al. (2018), the probabilistic 
assessment was performed using the area under the Rela-
tive Operating Characteristic curve (AROC), which measure 
a prediction quality attribute known as discrimination. The 
AROC was computed for each grid point and for aggregated 
grid points over the tropical region (30° N–30° S) and over 
part of South America (0°–30° S and 55° W–35° W). For 
this South American region, only grid points over the con-
tinent were considered. The reliability diagrams were pro-
duced for aggregated grid points over the same two above 
mentioned regions. The reliability diagram is a powerful 
visual tool for probabilistic predictions assessment because 
it provides information about three prediction quality attrib-
utes (reliability, resolution and sharpness) of the ensemble 
prediction system in a single diagram. As in Coelho et al. 
(2018), the probabilistic assessment was performed for the 
event “positive precipitation anomaly”. That is, the proba-
bilistic metrics were computed for dichotomous predictions 
(occurrences or non-occurrence of positive anomaly) pro-
duced with CPTEC, BoM and ECMWF models. The ECCC 
and JMA models were not included in this analysis because 
of the limited number of available hindcast ensemble mem-
bers for these two models (4 and 5 members, respectively) 

compared to the other three investigated models, making it 
challenging the estimation of probabilities for the event of 
interest. More details about the verification metrics can be 
found in Coelho et al. (2019).

As highlighted earlier, all five models have a sample size 
of 120 hindcasts, with the same start dates for CPTEC and 
ECMWF. For the other three models, the start dates are 
slightly different, but as for CPTEC and ECMWF, the start 
dates are located at beginning and middle of each extended 
austral summer month. This start dates selection procedure 
was designed in order to have a fair comparison of the five 
models, leading to samples of the same size and close start 
dates for all models. Ensemble size (i.e. number of ensem-
ble members) is known to affect model performance (de 
Andrade et al. 2019). Therefore, in order to perform a fair 
comparison of the five investigated models, the deterministic 
assessment was performed by computing the mean of the 
first four ensemble members for each model. This proce-
dure was performed because this is the number of avail-
able ensemble members for ECCC, which is the model with 
the smallest ensemble size among all investigated models. 
However, in order to also document the performance of five 
investigated models at full ensemble size configurations, the 
deterministic assessment was also performed by computing 
the ensemble mean of all available members for each used 
model version (11 members for CPTEC, ECMWF and BoM, 
five members for JMA and 4 members for ECCC). For the 
probabilistic assessment, the common ensemble size of 11 
members among CPTEC, ECMWF and BoM hindcasts was 
used to allow the comparison of these three models. Prob-
abilities were computed by dividing the number of ensemble 
members predicting positive anomalies by the total number 
of 11 ensemble members.

2.3 � MJO index calculation and verification metrics

The MJO was assessed using the Real-Time Multivariate 
MJO (RMMs) indices (Wheeler and Hendon 2004). These 
indices, referred to as RMM1 and RMM2, are obtained by 
projecting meridionally averaged 15° N–15° S OLR and 
zonal winds at 200 and 850 hPa onto the two leading com-
bined EOFs, which can be used to describe the amplitude 
and phase of the MJO. The model hindcasts and obser-
vational RMMs were computed following the six steps 
described in Gottschalck et al. (2010). The observational 
RMMs were computed for the same period of the hindcasts 
using zonal wind at 200 and 850 hPa from ERA-Interim 
reanalysis and OLR from NOAA. Both model hindcasts and 
observational zonal winds and OLR were projected into the 
same two leading combined EOFs of Wheeler and Hendon 
(2004) when computing the RMMs.

The metrics used to assess MJO prediction quality were 
the bivariate correlation (BC) and bivariate mean square 
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error (BMSE), first introduced in the literature by Lin et al. 
(2008). As discussed in Coelho et al. (2019), the bivari-
ate correlation is an association measure that examines 
the strength of agreement (or disagreement) between the 
observed and predicted MJO phases, but is insensitive to 
MJO amplitude errors (biases in the magnitude of the pre-
dicted MJO signal), and the BMSE is a simultaneous accu-
racy measure of both phase and amplitude of MJO predic-
tions. The BC and BMSE metrics were chosen because they 
are widely used in MJO hindcast evaluation studies (Lin 
et al. 2008; Gottschalck et al. 2010; Rashid et al. 2011; Vitart 
2017; Lim et al. 2018). The BMSE can be decomposed in its 
amplitude-error (BMSEa) and phase-error (BMSEp) com-
ponents, which are both accuracy measures of phase and 
amplitude of MJO predictions. In this study, we used equa-
tions 9 and 10 of Lim et al. (2018) for computing the BMSEa 
and BMSEp components of the BMSE, respectively. This 
decomposition is useful because it allows the assessment of 
the contribution of these two components to the total error 
(BMSE). All MJO verification metrics were computed for 
the mean of 4 ensemble members (i.e., the common ensem-
ble size for the five investigated models) and also for mean 
of the total number of available ensemble members for each 
model configuration. MJO hindcasts were assessed over the 
same extended austral summer period and 120 start (ini-
tialization) dates as used for the precipitation assessment 
discussed earlier. However, the MJO assessment was per-
formed for daily predictions with lead times from 1 to 35 
days ahead.

3 � Hindcasts quality assessment

In this section, we assess and compare CPTEC model hind-
cast performance with four other S2S models (as described 
in Sect. 2.1). The analyses comprise deterministic and prob-
abilistic assessments for weekly precipitation anomalies (as 
described in Sect. 2.2), and a deterministic assessment for 
the daily MJO evolution (as described in Sect. 2.3).

3.1 � Deterministic assessment of weekly 
precipitation anomalies

Figure 1 shows the spatial distribution of correlation val-
ues between the predicted and observed (GPCP) precipi-
tation anomalies for the five investigated model (rows) 
produced for the first to the fourth weeks (columns). Pre-
dicted anomalies used for producing the correlation maps 
of Fig. 1 are based on the ensemble mean of 4 hindcast 
members for each model. Applying a two-sided Student’s 
t test, correlation values equal to or larger than 0.2 are 
statistically significant and different from zero at the 5% 
level. CPTEC model, as well as the other four models, 

shows the highest correlation values during the first week 
in most regions and these values drop rapidly as lead time 
increases. This is a well documented feature in weekly 
precipitation predictions at the sub-seasonal time-scale as 
during the first two weeks the initial conditions used to 
run the models contribute more importantly to prediction 
performance than during the last two weeks (Li and Rob-
ertson 2015; de Andrade et al. 2019). The five models also 
poorly simulate small precipitation rates over subtropical 
high pressure and desert regions, a feature highlighted for 
predictions produced for the first week as reported in de 
Andrade et al. (2019). CPTEC shows larger correlation 
values over the Northern Hemisphere when compared to 
the Southern Hemisphere due to their better ability to rep-
resent winter baroclinic weather systems (Zhu et al. 2014) 
and tropics-extratropics teleconnections (de Andrade et al. 
2019). This feature is also noticed in ECMWF, JMA, 
ECCC and BoM. All models also show better performance 
over oceanic than continental regions, likely due to the 
fact that precipitation anomalies are partially modulated 
by slowly evolving SST. The spatial correlation patterns 
are similar among the five models for all four investigated 
weekly lead times, although the correlation values vary in 
terms of intensity among models.

Figure 1 shows that for predictions for the first week 
(first column), the performance of CPTEC, JMA, ECCC 
are broadly comparable. BoM has much lower correlation 
values at this lead time when compared to the other models. 
ECMWF shows larger correlation values than all the other 
models, illustrating that ECMWF predictions have the high-
est quality in terms of association between the predicted 
and observed precipitation anomalies. Figure 1 also shows 
that the correlation values drop off in extra-tropical regions 
more rapidly than in tropical regions (especially over the 
tropical oceans) as lead time increases. All models also show 
reduced performance in extra-tropical regions when predict-
ing weekly precipitation anomalies beyond the second week. 
Correlation values above 0.2 are confined to tropical regions, 
particularly over the Pacific and Atlantic Oceans for predic-
tions produced for the third and fourth weeks. However, it 
is noticed that all evaluated models show correlation values 
above 0.2 over specific continental regions for predictions 
produced for the third and fourth weeks. This feature is 
noticed over South America. For example, CPTEC, JMA 
and ECMWF show large correlation values over the east-
ern South American sector for predictions produced for the 
third week, and all models show correlation values above 
0.2 over northern South America. The correlation values 
drop off more rapidly in ECCC, CPTEC, JMA than in BoM 
between week 1 and week 2, and again at weeks 2–3 and 
3–4, likely as a result of the coupling in BoM compared to 
the other three models, such that at weeks 3 and 4 BoM, 
CPTEC, JMA, and ECCC are comparable. At weeks 3 and 
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4, the positive correlation values are largely confined to the 
tropical Pacific Ocean.

Figure 2 shows similar correlation maps to Fig. 1 but now 
the ensemble mean precipitation anomalies were computed 
using the total number of available ensemble members for 
each of the five investigated model versions. Although the 
spatial pattern of Figs. 1 and 2 are similar, the correlation 
values are noticed to be increased for all four lead times 
when computed with the total (larger) number of available 
ensemble members, as previously reported in the literature 
(e.g. de Andrade et al. 2019), except for ECCC that has 
the same ensemble size (four members) in both figures. 
This increase is also noticed over South America. Such an 
increase in correlation values is noticed more pronouncedly 
for models with larger ensemble size. Increased correlation 
values are noticed for CPTEC, ECMWF and BoM with 11 
ensemble members (first, fourth and fifth rows in Fig. 2) 
when compared with the assessment performed with four 
ensemble members for these three models (first, fourth and 

fifth rows in Fig. 1), particularly over extra-tropical regions 
for predictions produced for the second week and over tropi-
cal regions for predictions produced for the third and fourth 
weeks. Little change is noticed for JMA because the ensem-
ble size increase is of just one member for this model (from 
4 to 5 members) from Figs. 1 and 2.

Figure 3 shows the precipitation anomaly RMSE spatial 
features for the five models (rows) for the four investigated 
weekly lead times (columns). RMSE values were computed 
for the ensemble mean of 4 ensemble members for each 
model. As for the spatial correlation patterns (Fig. 1), the 
spatial RMSE patterns are also similar among the investi-
gated models for the four lead times, although RMSE mag-
nitudes vary greatly across the models. As reported in Liu 
et al. (2014), high RMSE values are noticed over regions 
where sub-seasonal variability is stronger. These regions are 
located mostly over the oceans, where convergence zones 
are usually observed, such as the Intertropical Convergence 
Zone (ITCZ), the South Pacific Convergence Zone (SPCZ) 

Fig. 1   Correlation between the ensemble mean of 4 members and 
observed (GPCP) precipitation anomalies for CPTEC, JMA, ECCC, 
ECMWF and BoM models (rows) for week-1, week‐2, week‐3 and 

week‐4 (columns). The hindcasts were initialized twice a month 
within the extended austral summer period (November–March, 
1999/2000–2010/2011) leading to a sample size of 120 hindcasts
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and the South Atlantic Convergence Zone (SACZ), and also 
over the Indian Ocean and Maritime Continent. The RMSE 
values increase as lead time increases for all models, par-
ticularly over the above mentioned regions. Such an increase 
is the largest when transitioning from predictions produced 
for the first to the second week (first two columns). ECMWF 
shows the best performance, with the smallest RMSE values 
among all investigated models at all four lead times.

CPTEC shows large RMSE values over Madagascar, 
northern Australia and the SPCZ for predictions produced 
for the first week. A large increase in RMSE is noticed for 
predictions produced for the second week when compared 
to those produced for the first week, particularly over the 
Indian Ocean, Western Pacific and the SACZ. The RMSE 
shows little change for CPTEC predictions produced for the 
third week when compared to predictions produced for the 
second week. However, an increase in RMSE is noticed over 
the tropical North Pacific Ocean. The RMSE spatial pat-
tern and magnitudes for predictions produced for the fourth 

week is similar to the pattern and magnitude for predictions 
produced for the third week. JMA and ECCC show similar 
RMSE spatial patterns to CPTEC for all four investigated 
lead times. However, JMA generally shows smaller RMSE 
values than CPTEC and ECCC. BoM and ECCC show large 
RMSE values for predictions produced since the first week 
lead time, particularly over the Indian Ocean and Western 
Pacific, and these values are larger than the RMSE values 
of CPTEC.

To summarize the previous figures and facilitate the rank-
ing of the evaluated models, Fig. 4 shows the global mean 
correlation between the predicted and observed precipitation 
anomalies (a) and RMSE (b) averaged between 60°N and 
60°S, and similar correlation (c) and RMSE (d) averaged 
over part of South America (0°−30° S and 55° W–35° W) 
for the mean of 4 ensemble members for the five investi-
gated models at four weekly lead times. Vertical bars repre-
sent 95% confidence intervals, computed using a bootstrap 
resampling procedure with replacement with 1000 samples. 

Fig. 2   Same as Fig. 1, but using the total number of available ensem-
ble members for each model when computing the ensemble mean: 
11 ensemble members for CPTEC, 5 ensemble members for JMA, 4 

ensemble members for ECCC, 11 ensemble members for ECMWF 
and 11 ensemble members for BoM



	 B. S. Guimarães et al.

1 3

Figure 4a shows that the five models exhibit a near-exponen-
tial drop in correlation as a function of lead time as reported 
in Li and Robertson (2015). ECMWF shows the largest cor-
relation values (at all lead times), with JMA appearing as the 
second model in the rank. Depending on the lead time, the 
third place in the rank is shared between CPTEC and ECCC. 
CPTEC correlation values are higher (lower) than ECCC for 
predictions produced for the last (first) 2 weeks. The 95% 
confidence intervals for the correlation values for CPTEC 
and ECCC overlap for predictions produced for the second, 
third and fourth weeks, illustrating no significant difference 
in performance between these two models at these longer 
lead times. BoM shows the lowest correlation values among 
the five investigated models, with similar performance to 
ECCC and CPTEC for the last two weekly lead times (with 
overlapping 95% confidence intervals).

The global mean RMSE between 60° N and 60° S (Fig. 4b) 
shows a rank similar to the obtained with the correlation 

assessment (Fig. 4a). ECMWF presents the lowest RMSE 
values, followed by JMA. CPTEC and ECCC show similar 
RMSE values with overlapping 95% confidence intervals for 
predictions produced for the second, third and fourth weekly 
lead times, while BoM generally shows the highest RMSE 
values. As previously mentioned, spatial resolution and ocean-
atmosphere coupling are important ingredients influencing 
model performance at the sub-seasonal time scale. This fea-
ture is illustrated in Fig. 4. The three models with the high-
est spatial resolution (ECMWF, JMA and ECCC) show the 
best performance for the first two weekly lead times, while 
the models with ocean-atmosphere coupling (ECMWF and 
BoM) show slower degradation in correlation and RMSE val-
ues, particularly BoM, as lead time increases when compared 
with atmosphere-only models (CPTEC, JMA and ECCC). 
Figure 4a, b suggest an impact of spatial resolution on predic-
tion performance for shorter lead times. For example, CPTEC 
shows lower correlation values and larger RMSE values when 

Fig. 3   RMSE of precipitation anomaly (units are mm·day-1) for 
CPTEC, JMA, ECCC, ECMWF and BoM models (rows), computed 
for the ensemble means of 4 members for each model, for week‐1, 
week‐2, week‐3 and week‐4 (columns). The hindcasts were ini-

tialized twice a month within the extended austral summer period 
(November–March, 1999/2000–2010/2011) leading to a sample size 
of 120 hindcasts
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compared to models with more refined spatial resolution 
(ECMWF, JMA and ECCC) for predictions produced for the 
first week. However, when compared to BoM, which presents 
the lowest spatial resolution among the investigated models, 
CPTEC shows larger correlation values and lower RMSE 
values.

Looking specifically at the South American region (0°–35° 
S and 55° W–35° W), CPTEC and the other investigated mod-
els exhibit a near-linear drop in correlation values (Fig. 4c) 
unlike Fig. 4a. However, the rank is similar to the identified 
in Fig. 4a, except for the best model for predictions produced 
for the first week, where JMA shows slightly higher correla-
tion values than ECMWF. The RMSE values averaged over 
the South American region (Fig. 4d) show a rank similar to 
Fig. 4c, with values increasing with lead time for most models.

3.2 � Probabilistic assessment of weekly 
precipitation anomalies

The probabilistic assessment is fundamental for a more 
comprehensive evaluation of sub-seasonal predictions as 
performed in previous studies (Hudson et al. 2011a; Sun 
et al. 2018; Coelho et al. 2018). In this section, CPTEC, 
ECMWF and BoM models are evaluated probabilistically 
through the spatial distribution of the area under the ROC 
curve, and ROC curves and reliability diagrams for a col-
lection of predictions aggregated over pre-defined regions. 
As mentioned in Sect. 2.2, JMA and ECCC models were not 
evaluated here because of the limited number of available 
hindcast ensemble members for these two models, making 
it difficult to estimate prediction probabilities.

Figure 5 shows maps of AROC for the three investigated 
models for probabilistic predictions for the event positive 
precipitation anomalies computed with 11 ensemble mem-
bers for each model, for four weekly lead times. The AROC 

Fig. 4   Global mean correlation (a) and RMSE (b) between predicted 
and observed precipitation anomalies averaged over the latitudinal 
band 60° N–60° S, and similar (c) correlation and RMSE (d) aver-
aged over part of South America (0°–30° S and 55° W–35° W) for 
CPTEC, JMA, ECCC, ECMWF and BoM models (computed for the 
mean of 4 ensemble members of each model) assessed against GPCP, 

for four lead times (weeks 1 to 4). The hindcasts were initialized 
twice a month within the extended austral summer period (Novem-
ber–March, 1999/2000–2010/2011) leading to a sample size of 120 
hindcasts. The vertical bars plotted around the four lead times repre-
sent 95% confidence intervals produced using a bootstrap resampling 
procedure with replacement with 1000 samples
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measures the ensemble prediction system ability to distin-
guish the occurrence from the non-occurrence of a certain 
event (positive anomalies in our case here). Therefore, an 
area equal to 1 denotes a perfect system able to distinguish 
the event of interest in all issued probabilistic predictions. 
An AROC equal to 0.5 indicates that the prediction system 
has “no discrimination” ability, with probability for success-
fully discriminating events from non-events equivalent to a 
random choice (i.e., 50%) of occurrence or no occurrence 
of the event of interest being predicted. Figure 5 shows that 
the largest values of the AROC are found over the regions 
where the largest correlation values were previously identi-
fied (Fig. 2). This illustrates that the three investigated model 
ensemble prediction systems are able to better discriminate 
events from non-events over the regions where these models 
also previously demonstrated reasonable performance meas-
ured by the association prediction quality attribute. AROC 
values of the three models drops as lead time increases. 
CPTEC ranks as the second best model in terms of discrimi-
nation ability to distinguish positive from negative precipita-
tion anomalies for all four investigated weekly lead times, 
with slightly higher AROC values than BoM and slightly 
lower AROC values than ECMWF.

Figure 6 shows AROC values for probabilistic predictions 
for the event positive precipitation anomalies, for aggregated 
grid points over the tropical region (30° N–30° S, panel 
a) and over South America (0°–35° S and 55° W–35° W, 
panel b), for the CPTEC (black lines), EMCWF (red lines) 
and BoM (green lines), for four weekly lead times. For the 
tropical region, the AROC values are higher for predictions 
produced for the first week and drop with increase in lead 

time for the three models, as also noted in Fig. 5. However, 
all models show values above 0.5 for all four lead times. 
ECMWF appears as the model with best performance over 
the tropical region, with AROC values of 0.76 for predic-
tions produced for the first week, 0.7 for predictions pro-
duced for the second week, 0.64 for predictions produced 
for the third week and 0.62 for predictions produced for the 
fourth week. CPTEC ranks as the second best model, with 
values of 0.73 for the first week, 0.65 for the second week, 
0.61 for the third week and 0.60 for the fourth week, fol-
lowed by BoM with values of 0.69 for the first week, 0.62 
for the second week, 0.59 for the third week and 0.58 for 
the fourth week. Figure 6b shows that the three models have 
slightly higher AROC values over the investigated South 
American region when compared to the tropical region 
shown in Fig. 6a, particularly for predictions produced for 
the first two weeks. The model’s rank identified through 
Fig. 6a remains unchanged for this assessment over South 
America. That is, ECMWF ranks as the best model, followed 
by CPTEC and BoM.

Figures 7 and 8 show reliability diagrams produced by 
aggregating all grid points over the tropical region (30° 
N–30° S) and part of South America (0°–30° S and 55° 
W–35° W), respectively. These diagrams were produced for 
CPTEC, ECMWF and BoM by plotting the issued hind-
cast probabilities against the corresponding observed rela-
tive frequencies using ten bins for all four investigated lead 
times. As in Coelho et al. (2018), the ten used bins were as 
follows: 0 to 10%, 10 to 20%, 20 to 30%, 30 to 40%, 40 to 
50%, 50 to 60%, 60 to 70%, 70 to 80%, 80 to 90% and 90 
to 100%. The dashed line plotted in this diagram allows the 

Fig. 5   Maps of area under the ROC curve (AROC) for CPTEC, 
ECMWF and BoM models (rows), for prediction probabilities for 
the event positive precipitation anomalies, computed with 11 ensem-
ble members for each model for week-1, week‐2, week‐3 and week‐4 

(columns). The hindcasts were initialized twice a month within the 
extended austral summer period (November–March, 1999/2000–
2010/2011) leading to a sample size of 120 hindcasts
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investigation of two prediction quality attributes: reliability 
and resolution. The histogram plotted at the bottom of the 
diagram (vertical bars) allows assessment of the prediction 
sharpness attribute. The diagonal line represents perfectly 
reliable and well resolved predictions, which have the cor-
responding observed relative frequencies different from the 
climatological frequency of occurrence of the event of inter-
est represented in the diagram by the horizontal line.

For both tropical (Fig. 7) and South America (Fig. 8) 
regions the three models loose quality in terms of reliabil-
ity, resolution and sharpness as lead time increases. The loss 
of reliability is noticed as the distance between the dashed 
lines and the diagonal line increases as prediction lead time 
increases, moving away from the perfectly reliable diagonal 
line. The loss of resolution is noticed because the dashed 
line tends to tilt towards the horizontal line as lead time 
increases, suggesting that the three models have poor resolu-
tion particularly for predictions produced beyond the second 
week of lead time. Models with good sharpness are expected 
to present u-shaped prediction probabilities histograms (i.e., 
blue bars peaking at the two extreme probability bins). This 
feature is primarily noticed for the two lead times, indicating 
that probabilistic predictions produced by CPTEC, ECMWF 
and BoM for the third and fourth weeks lack sharpness. In 
addition to the characteristics highlighted above, the slopes 
of dashed lines for all models indicate that they are all over-
confident for the four lead times and for both investigated 
regions, with high (low) probabilities predicted more (less) 
frequently than observed. Coelho et al. (2018) found similar 
results for ECMWF precipitation sub-seasonal predictions 
over South America produced for the austral autumn.

3.3 � Deterministic assessment of the daily MJO 
evolution

The MJO is characterized as a tropical eastward propagat-
ing large-scale convective system with associated circula-
tion features, taking around 30–60 days to make a full cycle 
around the globe (Madden and Julian 1971, 1972), which 
is able to influence extratropical precipitation through 
atmospheric teleconnections manifested via Rossby wave 
trains (Matthews et al. 2004). The MJO is recognized as 
a key source of predictability on the sub-seasonal time-
scale (Vitart 2017). Therefore, good quality sub-seasonal 
precipitation predictions require the realistic representation 
and prediction of the MJO in the models used for producing 
these predictions. This section assesses how well the five 
investigated models predict the daily MJO evolution up to 
35 days ahead.

Figure 9 shows the comparative MJO prediction quality 
assessment for the five investigated models, using the bivari-
ate correlation, BMSE and its amplitude-error (BMSEa) and 
phase-error (BMSEp) components, as described in Sect. 2.3. 
Following Lim et al. (2018), the lead time for which MJO 
predictions are considered of adequate quality can be identi-
fied by the time when the bivariate correlation crosses the 
0.5 threshold (horizontal black line in Fig. 9a) and when 
the BMSE crosses the 2.0 threshold (horizontal black line 
in Fig. 9b). Figure 9a shows that the bivariate correlation 
values decrease with lead time for all five models. MJO 
performance varies across models. For the assessment per-
formed, using the mean of four ensemble members for each 
model (solid lines), ECMWF ranks as the best performing 
model (as reported in Vitart 2017; Lim et al. 2018), with the 

Fig. 6   Area under the ROC curves (AROC) for probabilistic pre-
dictions for the event positive precipitation anomalies for CPTEC, 
ECMWF and BoM models for four lead times (week-1, week‐2, 
week‐3 and week‐4). The  AROC  was computed with 11 ensemble 
members for aggregated grid points over a the tropical region (30° 
N–30° S) and b part of South America (0°–30° S and 55° W–35° W). 

The hindcasts were initialized twice a month within the extended aus-
tral summer period (November–March, 1999/2000–2010/2011) lead-
ing to a sample size of 120 hindcasts. The vertical bars plotted around 
the four lead times represent 95% confidence intervals produced 
using a bootstrap resampling procedure with replacement with 1000 
samples
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slowest decrease of bivariate correlation values as lead time 
increases, reaching the 0.5 threshold around the lead time 
of 26 days. JMA appears as the second best model, with the 
0.5 threshold being reached at the 23 days lead time. CPTEC 
and BoM share the third position in this performance rank, 
with the 0.5 threshold being reached around the 19 days 
lead time. ECCC reaches the 0.5 threshold around 17 days 
lead time. When using all available members for each 
model for computing the ensemble mean (dashed lines), one 
notices an increase in bivariate correlation values, except 
for JMA, which has only one additional ensemble mem-
ber (i.e., increasing from 4 to 5 members). CPTEC gains 
1 day in prediction performance when using all 11 available 
hindcast ensemble members, as the 0.5 threshold is now 
reached around day 20. ECMWF gains 6 days in prediction 

performance when using all 11 available hindcast ensemble 
members, as the 0.5 threshold is now reached around day 32. 
BoM gains 4 days in prediction performance when using all 
11 available hindcast ensemble members, as the 0.5 thresh-
old is now reached around 23 days.

Figure 9b shows the BMSE for the five investigated 
models. The BMSE increases with lead time and the lead 
time for crossing the 2.0 threshold varies across models. 
Such variability leads to changes in the model ranking pre-
viously identified through Fig. 9a. CPTEC and BoM are 
the first models to reach the 2.0 threshold at 20 days lead 
time. ECCC reaches the 2.0 threshold at 22 days lead time. 
This threshold is achieved at 28 days lead time by JMA, 
which is the second best model. ECMWF remains the top 
performing model, with BMSE values remaining below the 

Fig. 7   CPTEC, ECMWF and BoM reliability diagrams (rows) for 
probabilistic predictions for the event positive precipitation anoma-
lies, for aggregated grid points over the tropical region (30° N–30° 
S), produced with 11 ensemble members for each model for week-1, 
week‐2, week‐3 and week‐4 (columns). The vertical bars displayed 
on top of the reliability curves represent the 95% confidence intervals 

for the observed relative frequencies produced with a bootstrap resa-
mpling procedure (with replacement) with 1000 samples. The vertical 
blue bars represent the predictions relative frequency histogram. The 
hindcasts were initialized twice a month within the extended austral 
summer period (November–March, 1999/2000–2010/2011) leading to 
a sample size of 120 hindcasts
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2.0 threshold at the 35 days lead time here evaluated. As for 
bivariate correlation, BMSE values decrease when ensem-
ble size is increased from 4 members to the total number of 
available members for each model (dashed lines), particu-
larly for ECMWF, BoM and CPTEC.

Although the model rank identified through Fig. 9a, b 
might not necessarily be considered meaningful because 
of the large confidence intervals on the computed bivari-
ate correlation and BMSE values (e.g., the vertical bars 
in these two figure panels for CPTEC, ECCC, JMA and 
BoM overlap for all lead times in the bivariate correlation 
and BMSE assessment), the results found in this study are 
similar to findings of Vitart (2017) and Lim et al. (2018). 
It is interesting to note that four models (ECMWF, JMA, 
CPTEC and ECCC) have bivariate correlation values very 
close to 1 and BMSE close to 0 on the first day lead time. 
These four models show similar performance until approxi-
mately the fifth day of lead time, when bivariate correlation 
and BMSE values of CPTEC and ECCC models start to 

degrade more strongly than for the other models. Although 
BoM starts at shorter lead times presenting reduced perfor-
mance compared to the other models (probably due to low 
spatial resolution), the degradation of the bivariate correla-
tion and BMSE values is noticed to evolve at a slower rate 
than for the other atmosphere-only models, reaching ECCC 
performance level close to 15 days of lead time and CPTEC 
performance level close to 19 days of lead time. Similar find-
ings were reported by Lim et al. (2018) and Vitart (2017). 
Increasing ensemble size appears to play an important role in 
improving MJO prediction performance. BoM, ECMWF and 
CPTEC performance improved by increasing the number of 
ensemble members used for computing the ensemble mean 
from 4 to the total number of available ensemble members 
of each model.

Figure  9c and d show the BMSEa (amplitude) and 
BMSEp (phase) components, respectively. These two com-
ponents show the role of amplitude and phase errors in the 
growth of BMSE (Fig. 9b). The BMSEa values for CPTEC 

Fig. 8   Same as Fig. 8, but for the region over part of South America (0°–30° S and 55° W–35° W). The grid points over oceanic region were 
discarded
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are generally close to the values for ECMWF and JMA (the 
two best ranked models as discussed earlier when describing 
Fig. 9a, b). ECCC shows the largest BMSEa values for lead 
times form days 10–26. BoM shows the highest BMSEa at 
the initial lead times, but after 20 days of lead times becomes 
the model with the smallest BMSEa. It is curious to note 
that the increase in the ensemble size shows little impact on 
BMSEa values, as no major differences are identified when 
comparing the dashed and continuous lines of each model.

As noted in Lim et al. (2018), in general, BMSEp values 
(Fig. 9d) are greater than BMSEa values. This indicates that 
models have more difficulty in characterizing the correct 
phase (i.e., the location) than the amplitude (i.e., the inten-
sity) of the MJO. ECMWF shows the lowest BMSEp values 
among all evaluated models. CPTEC and BoM show the 
highest BMSEp values, and particularly from the day 18 of 
lead time, these two models show values much higher than 

of the three other evaluated models. This feature contributes 
to the identified reduced performance of CPTEC and BoM 
in terms of BMSE (Fig. 9b) when compared to the other 
models. Unlike BMSEa, BMSEp is sensitive to ensemble 
size, as BMSEp values decrease when increasing the num-
ber of ensemble members used for computing the ensemble 
mean. This is clearly noticed in CPTEC, ECMWF and BoM 
models, which show much lower BMSEp values when using 
11 members (dashed black, red and green lines), compared 
to four members (solid black, red and green lines).

4 � Conclusion

This study presented an inter-comparison performance 
assessment of CPTEC sub-seasonal model against JMA, 
ECCC, ECMWF and BoM models, which are part of 

Fig. 9   a Bivariate correlation, b BMSE, c BMSEa and d BMSEp for 
the five investigated models computed with the mean of four ensem-
ble members (solid lines) and with the mean of the total number of 
available ensemble member (dashed lines) for CPTEC (11 members), 
JMA ( 5 members), ECCC (4 members), ECMWF (11 members) and 
BoM (11 members), as a function of forecast lead time (in days). The 
hindcasts were initialized twice a month within the extended austral 

summer period (November–March, 1999/2000–2010/2011) lead-
ing to a sample size of 120 hindcasts. The vertical bars in a and b 
around lead times 8–32 days plotted every 8 days represent 95% con-
fidence intervals produced using a bootstrap resampling procedure 
with replacement with 1000 samples for the bivariate correlation and 
BMSE
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the S2S prediction project (Vitart et al. 2017). The inter-
comparison was performed using retrospective predictions 
(hindcasts) of weekly precipitation anomalies and daily MJO 
indices (RMM1 and RMM2) for assessing the models abil-
ity in predicting the evolution of the MJO produced during 
the extended austral summer (November to March). CPTEC 
model was compared with these four models that are (or 
have recently been) routinely used for real time predictions 
in world leading centres, having a range of relevant char-
acteristics to be examined. For example, some models are 
atmosphere-only as CPTEC model, while other models are 
coupled ocean-atmosphere. Some have similar spatial hori-
zontal resolution to CPTEC and others have more refined or 
coarser spatial horizontal resolution compared to CPTEC.

The assessment of weekly precipitation anomaly hind-
casts revealed that all five investigated models presented 
the largest correlation values and the smallest RMSE for 
predictions produced for the first week after initialization. 
Correlation and RMSE values degraded with increase of 
prediction lead time. It is worth noting that the global spatial 
pattern of correlation values was found to be similar among 
the investigated models for all four examined weekly lead 
times, although some variability was noticed across mod-
els in terms of the magnitude of these correlation values. 
The similar spatial pattern of correlation values among the 
investigated models result from the contribution of phe-
nomena such as MJO, ENSO and tropical-extratropical 
teleconnections to sub-seasonal prediction performance of 
all investigated models as reported in previous studies (e.g. 
de Andrade et al. 2019). For example, CPTEC, ECMWF, 
JMA and ECCC models show positive correlation values 
over the southeast South America region characterized by a 
precipitation seesaw (or dipole) between southeastern Brazil 
and Uruguay (Nogués-Paegle and Mo 1997) for predictions 
produced up to the third weekly lead time here investigated. 
This region is strongly influenced by intraseasonal variabil-
ity during the austral summer in association with the MJO 
activity and tropical-extratropical teleconnection (Gonzalez 
and Vera 2014). The global spatial pattern of RMSE val-
ues was also found to be similar among the five assessed 
models. The largest RMSE values were found over regions 
where sub-seasonal variability is usually strong (e.g. over 
the SACZ, SPCZ and ITCZ). For predictions produced for 
the second, third and fourth weeks the RMSE values over 
these regions were substantially increased compared to the 
values for predictions produced for the first week, illustrat-
ing models deficiencies in representing this variability for 
longer leads.

The inter-comparison assessment for weekly precipita-
tion anomalies averaged between 60° N–60° S also revealed 
CPTEC as a competitive model with performance compa-
rable to the other investigated models for the four examined 
lead times. The linear association assessment performed by 

calculating the correlation between predicted and observed 
weekly precipitation anomalies highlighted ECMWF as the 
top performing model with correlation values larger than 
those for CPTEC, JMA, ECCC and BoM models. Similar 
finding was also reported in previous comparative assess-
ment studies ( Li and Robertson  2015; Wheeler et al. 2017; 
de Andrade et al. 2019). The high ECMWF performance 
level for sub-seasonal predictions has been attributed pri-
marily to the implementation of an advanced physics model 
component, with sophisticated parameterization, particularly 
for deep convective (Wheeler et al. 2017; Vitart 2017). JMA 
was ranked as the second best performing model despite 
being an atmosphere-only model. CPTEC and ECCC 
showed similar performance, with CPTEC (ECCC) ranked 
as the third best performing model at longer (shorter) lead 
times. BoM showed the smallest correlation values among 
the investigated models. This inter-comparison showed the 
importance of spatial resolution and ocean-atmosphere cou-
pling in the models performance. During the first two weekly 
lead times, CPTEC and ECCC performed better than BoM, 
probably due to the higher horizontal spatial resolution of 
CPTEC and ECCC when compared to BoM. However, the 
degradation of BoM correlation values was less than the 
degradation of CPTEC and ECCC as lead time increased, 
likely due to BoM´s ocean-atmosphere coupling. This fea-
ture was also noted when comparing ECMWF and JMA. 
At first week, these two models showed similar correlation 
values. However, because the JMA is an atmospheric-only 
model, the correlation values degraded more quickly in 
JMA than in ECMWF. The accuracy assessment performed 
through the calculation of mean RMSE values averaged 
between 60° N–60° S corroborated the above described find-
ings and ranking of models.

The probabilistic weekly precipitation assessment for the 
event “positive precipitation anomaly” revealed, through 
the calculation of the area under the ROC curve, modest 
discrimination ability for CPTEC, ECMWF and BoM with 
larger values obtained for the first two weekly lead times 
when compared to the last two weekly lead times inves-
tigated. On the other hand, reliability diagrams produced 
for the tropical region and for a region over part of South 
America (0°–30° S and 55° W–35° W) showed that the three 
investigated models produced overconfident probabilistic 
predictions, and therefore need to be calibrated. The over-
confidence may depend on the ensemble size. For example, 
if a similar assessment had been performed using all 33 
ensemble members from the 3 BOM model versions (each 
with 11 members), ensemble spread would likely have been 
increased and the overconfidence feature reduced. It is also 
worth noting that models tend to have a larger number of 
ensemble members when run for producing real time pre-
dictions compared to when run for producing hindcasts. It 
is therefore challenging to assess or make inference about 



	 B. S. Guimarães et al.

1 3

features such as overconfidence of the real time ensemble 
predictions from the available hindcasts. The performed 
probabilistic inter-comparison assessment based on the hind-
casts revealed that as lead time increases, the predictions 
loose reliability (the predicted probabilities do not match the 
observed relative frequencies), resolution (the predicted rela-
tive frequencies, regardless of the predicted probabilities, 
become closer to the observed climatological frequency) 
and also sharpness (the sharpness histograms become less 
u-shaped) over these regions. As for the deterministic inter-
comparison assessment, ECMWF probabilistic predictions 
tended to perform best among the three investigated models 
for the four examined lead times, particularly for the assess-
ment over part of South America (0°–30° S and 55° W–35° 
W). CPTEC and BoM showed similar probabilistic predic-
tions performance.

The MJO predictions assessment performed by comput-
ing the bivariate correlation and BMSE, which were com-
puted with the model predicted and observed RMM1 and 
RMM2 indices, showed that CPTEC crossed the threshold 
usually considered for predictions having adequate quality 
at around 19–20 days of lead time when using the mean of 
four ensemble members, and 20–21 days of lead time when 
using the mean of 11 ensemble members. These results show 
that CPTEC MJO performance is similar to BoM, JMA and 
ECCC. However, such performance level is still consider-
ably distant from ECMWF, which crossed the above men-
tioned threshold at around 33 days of lead time when using 
the mean of 11 ensemble members. ECMWF and BoM were 
found to be the two models presenting larger improvements 
in MJO predictions performance when increasing the num-
ber of ensemble members from 4 to 11 members. The BMSE 
was decomposed into the BMSEa (amplitude) and BMSEp 
(phase) components in order to determine of the contribution 
of these two components to the total MJO error. The phase 
error (BMSEp) was found to be greater than amplitude error 
(BMSEa) for all investigated models. This feature was par-
ticularly noticed for CPTEC and BoM, which were identified 
as the models with the largest phase errors.

This study showed that CPTEC sub-seasonal retrospec-
tive predictions, expressed as weekly precipitation anoma-
lies and daily MJO indices (RMM1 and RMM2), produced 
with BAM-1.2 have comparable performance to similar 
models of world leading centres, particularly ECCC, JMA 
and BoM. However, such performance level is still distant 
from ECMWF. This suggests that there is scope to improve 
the CPTEC prediction system, likely by a combination of 
including coupling to an interactive ocean, improving reso-
lution and model parameterization schemes, and better meth-
ods for ensemble generation.
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